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Joint Processing of Distributed Antennas

• [Wyner, TIT 1994]: centralized processing of all antennas in the uplink, Vector
Gaussian MAC, capacity region was already known.
• [GC, Shamai, TIT 2003 – Weingarten, Steinberg, Shamai, TIT 2006]: Vector

Gaussian BC, sum capacity and capacity region, in the downlink.
• Some past attempts: Coordinated MultiPoint (CoMP) .... not so successful,

per-site (non-cooperative) massive MIMO has taken over the scene...
• Some successes: C-RAN, distributed antenna systems with joint processing,

virtualization of the PHY/MAC in the CP.
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Cell-Free User-Centric Wireless Networks (1)

• Typically operating in FR1 (sub-6GHz), TDD reciprocity, UL/DL duality, pilot
contamination/decontamination, linear precoding/detection.

• Expected to become central in 6G systems operating in FR3 (7-24 GHz).

• Ultra-dense scenarios: campus networks, super-high spectral efficiency ...
e.g. a sport arena with 10,000 users, on a 20-60 MHz bandwidth, served by
20 RUs with 10 antennas each, achieving ∼ 50 bit/s/Hz per 10× 10 m2.

2



TU Berlin | Sekr. HFT 6 | Einsteinufer 25 | 10587 Berlin 

 
 
 
 
www.mk.tu-berlin.de 

Faculty of  
Electrical Engineering and 
Computer Systems 
Department of Telecommunication 
Systems 
 
 
Information and Communication 
Theory 
 
 
Prof. Dr. Giuseppe Caire 
 
Einsteinufer 25 
10587 Berlin 
 
Telefon +49 (0)30 314-29668 
Telefax +49 (0)30 314-28320 
caire@tu-berlin.de 
 
 
Sekretariat HFT6 
Patrycja Chudzik 
 
Telefon +49 (0)30 314-28459 
Telefax +49 (0)30 314-28320 
sekretariat@mk.tu-berlin.de 

 

Firma xy 
Herrn Mustermann 
Beispielstraße 11 
12345 Musterstadt 

Berlin, 1. Month 2014 

 
 
Subject: 
 
 
Text…&
 
 
 
Prof. Dr. Giuseppe Caire 

Cell-Free User-Centric Wireless Networks (2)

• Each UE is served by a user-centric cluster of RUs; each RU participates in multiple user-
centric clusters.

• The UE-RU association is described by a bipartite graph.
• RUs are connected with DUs via a flexible fronthaul network, and implement the user-centric

cluster processors (PHY layer) as SDVNF.
• A CU implements higher level centralized functions.
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Scalability

• Scalable CF user-centric networks: decentralized processing units (DUs)
handle the user-centric cluster processors. DUs and RUs are connected
via a routing fronthaul network.

• As the coverage area A→∞, with given RU density λa, DU density λd, and
UE density λu, the load of the fronthaul at any node and the computational
load at any processor remain finite.
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Fairness Scheduling

5



TU Berlin | Sekr. HFT 6 | Einsteinufer 25 | 10587 Berlin 

 
 
 
 
www.mk.tu-berlin.de 

Faculty of  
Electrical Engineering and 
Computer Systems 
Department of Telecommunication 
Systems 
 
 
Information and Communication 
Theory 
 
 
Prof. Dr. Giuseppe Caire 
 
Einsteinufer 25 
10587 Berlin 
 
Telefon +49 (0)30 314-29668 
Telefax +49 (0)30 314-28320 
caire@tu-berlin.de 
 
 
Sekretariat HFT6 
Patrycja Chudzik 
 
Telefon +49 (0)30 314-28459 
Telefax +49 (0)30 314-28320 
sekretariat@mk.tu-berlin.de 

 

Firma xy 
Herrn Mustermann 
Beispielstraße 11 
12345 Musterstadt 

Berlin, 1. Month 2014 

 
 
Subject: 
 
 
Text…&
 
 
 
Prof. Dr. Giuseppe Caire 

Total spectral efficiency vs number of active users

• Running example with L = 12 RUs, M = 8 antennas per RU, and τp = 20
pilot dimension for a coherence block (RB) T = 200 symbols.

• The current literature investigated the “massive MIMO” regime of LM � K,
i.e., a lightly loaded system with small sum SE.
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Lightly loaded versus highly loaded regimes
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• As the number of active users K = 10, 40, 100 increases near the maximum
SE, the per-user rate collapses.

• In real-world systems, K � LM and we need to schedule subsets of Kact

users on different time-frequency slots, such that the per-user throughput is
fair among all users.

• With scheduling, ergodic rates are not so meaningful: outage rates are more
meaningful!.
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Instantaneous outage rate (1)

• For a given precoding/detection scheme, assuming Gaussian signaling
and treating interference as noise, the “instantaneous” mutual information
I({ŝk(t, f) : f ∈ [1 : F ]}; {sk(t, f) : f ∈ [1 : F ]}) in slot t is a function of the
precoding/combining vectors and channel matrix {v(t),H(t)}.

• E.g., Uplink:

Ik (vk(t),H(t)) =
1

F

F∑

f=1

log (1 + SINRk(t, f)) ,

where
SINRk(t, f) =

|vk(t, f)Hhk(t, f)|2
SNR−1 +

∑
j 6=k |vk(t, f)Hhj(t, f)|2

.

8
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Instantaneous outage rate (2)

• The instantaneous service rate of UE k in time slot t (expressed in bit per
time-frequency channel use) is thus given by

µk(t) =

{
(1− τp

T )Rk(t), if k ∈ A(t),

0, if k /∈ A(t),

where Rk(t) is the random variable

Rk(t) = rk(t)× 1 {rk(t) < Ik (vk(t),H(t))} ,

and where rk(t) is the scheduled coding rate.

• Here we assume that rate adaptation (i.e., the choice of rk(t) for k ∈ A(t))
is made based on the statistics of the mutual information, and not on its
instantaneous value.

• The outage rate captures the fact that, when coding over a finite number F
of channel states, the block error rate is generally not vanishing.

9
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Fairness scheduling (1)

• A scheduling policy consists of choosing the active user set A(t) and the
coding rates {rk(t)} at each slot time t as a function of the channel states
{H(τ) : τ = 0, . . . , t− 1}.

• Define the per-user throughput rate as the long-term average service rate

µ̄k = lim
t→∞

1

t

t−1∑

τ=0

µk(τ) = E [µk (H)] ,

where, with some abuse of notation, we denote by µk(H) the random variable
induced by the scheduling policy.

• The goal is to design a scheduling policy that solves the NUM problem:

maximize g(µ̄), subject to µ̄ ∈ R

where R is the achievable throughput region of the system.

10
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Fairness scheduling (2)

• Statistical decoupling assumption: we assume that the marginal CDF of
Ik (vk,H) depends only on k and not on the set of active users A.

• Defining the complementary CDF

Pk(z) = P(Ik (vk,H) > z),

we have that E[Rk(t)] = rk(t)Pk(rk(t)).

• Hence, the optimization of the coding rate rk(t) is immediate and yields

r∗k(t) = r∗k = arg max
z≥0

z × Pk(z).

• In practice, we use the empirical “local” distribution of the mutual information
at the k-th user receiver collected over a window of channel samples.

• This is fully consistent with present rate adaptation algorithms based on the
CQI on a window of past slots.

11
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Fairness scheduling (3)

• From the standard Lyapunov drift plus penalty (DPP) approach, we have that
the following dynamic algorithm approximates the NUM solution:

at each scheduling slot t repeat:

1. Solve (with respect to the active user set A(t)) the max weighted sum
outage rate:

∑
k∈A(t)Qk(t)Rk where Rk := r∗kPk(r

∗
k)

2. Solve the “virtual arrivals” auxiliary problem: a(t) is the solution of

maximize V g(a)−∑k∈[K]]Qk (t) ak
subject to a ∈ [0, Amax]K

3. Update the virtual queues: Qk(t+ 1) = max {Qk(t)− µk(t), 0}+ ak(t)

12
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Weighted sum rate maximization (1)

• The (computationally) critical step is the weighted sum rate maximization.

• In order to make the statistical decoupling (approximately) hold, we need
to ensure that the selected active user set avoid “conflicts”, i.e., users with
strong pilot contamination.

• We first define a conflict graph G = ([K], E) where a UE-pair (k, k′) ∈ E (i.e.,
it has a scheduling conflict) if:

1. their RU clusters have at least one common RU, i.e., Ck ∩ Ck′ 6= ∅;
2. they are associated to the same UL pilot sequence;
3. their channel subspaces to at least one common RU have overlap.

13
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Weighted sum rate maximization (2)

• The resulting weighted sum rate maximization is a linear integer program:

maximize
∑
k∈[K]Qk(t)R̄kxk

subject to
∑
k∈[K] xk ≤ Kact,

xk ∈ {0, 1} ,
xk + xk′ ≤ 1, ∀(k, k′) ∈ E .

• This can be solved directly by standard tools (e.g., Gurobi) or relaxed to a LP
followed by quantization.

• The max size of the active set Kact is chosen in order to operate (slightly to
the left) of the peak of the SE.

• A rule of thumb for typical system parameters is Kact ≈ LM/2.

14
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Example

• A = 200× 200 m2, L = 20 RUs with M = 10 antennas each, W = 60 MHz.
• RBs of T = 200 time-frequency symbols, of which τp = 20 are UL pilots (at most 20

orthogonal pilots per RB for the whole networks).
• Each RB spans 12 subcarriers with spacing 60 kHz, i.e., ∼ 80 RBs in frequency at each

time slot.
• Ktot = 10, 000 UEs allocated on subchannels of F RBs in frequency such that K =

KtotFWRB/W = KtotF/80 users per subchannel.
• Each subchannel is independently scheduled.
• F yields a tradeoff between frequency diversity and number of users per subchannel: for
F = 1 we have K = 125 users per subchannel. For F = 8 we have K = 1000 users per
subchannel.

• We consider UEs transmitting at 20 dBm (no power control), and a balanced system (total
Tx power in UL = total Tx power in DL).

• The scheduler targets Kact = ML/2 = 100 active user per time slot per subchannel.

15



TU Berlin | Sekr. HFT 6 | Einsteinufer 25 | 10587 Berlin 

 
 
 
 
www.mk.tu-berlin.de 

Faculty of  
Electrical Engineering and 
Computer Systems 
Department of Telecommunication 
Systems 
 
 
Information and Communication 
Theory 
 
 
Prof. Dr. Giuseppe Caire 
 
Einsteinufer 25 
10587 Berlin 
 
Telefon +49 (0)30 314-29668 
Telefax +49 (0)30 314-28320 
caire@tu-berlin.de 
 
 
Sekretariat HFT6 
Patrycja Chudzik 
 
Telefon +49 (0)30 314-28459 
Telefax +49 (0)30 314-28320 
sekretariat@mk.tu-berlin.de 

 

Firma xy 
Herrn Mustermann 
Beispielstraße 11 
12345 Musterstadt 

Berlin, 1. Month 2014 

 
 
Subject: 
 
 
Text…&
 
 
 
Prof. Dr. Giuseppe Caire 

ExampleGÖTTSCH et al.: FAIRNESS SCHEDULING IN USER-CENTRIC CELL-FREE MASSIVE MIMO WIRELESS NETWORKS 11

DFT quantized angles (multiples of 2π/M ) falling inside an927

interval of length ∆ = π/8 placed symmetrically around928

the direction joining UE k and RU ℓ. Then, the channel929

between RU ℓ and UE k on RB f in slot t is hℓ,k(t, f) =930 √
βℓ,kM
|Sℓ,k| Fℓ,kνℓ,k(t, f), where using a MATLAB-like notation931

Fℓ,k
∆
= F(:,Sℓ,k) denotes the tall unitary matrix obtained by932

selecting the columns of F corresponding to the index set933

Sℓ,k,12 and νℓ,k(t, f) is an |Sℓ,k| × 1 i.i.d. Gaussian vector934

with components ∼ CN (0, 1). The corresponding covariance935

matrix is Σℓ,k =
βℓ,kM
|Sℓ,k| Fℓ,kF

H
ℓ,k. For the definition of the936

conflict graph (see (22)) we chose the “non-orthogonality”937

threshold ηF = 0. Hence, the “non-orthogonality” con-938

dition ∥FH
ℓ,kFℓ,k′∥F > 0 can be stated equivalently as939

|Sℓ,k ∩ Sℓ,k′ | > 0. The parameters of the scheduling policy940

are chosen as V = 5, 000 and Amax = 100. These choices941

have been empirically found to yield approximately “near-942

optimal” throughput rates, as explained below Theorem 1.943

With larger values, no significant improvement was achieved,944

while reducing V and Amax led to noticeably worse results.945

In our simulations, we considered a total number of Ktot =946

10, 000 users, which is representative of a dense area such947

as a sports stadium (see motivation in Section I) to evaluate948

the described methods, i.e., a network where each frequency949

domain RB consists of 12 subcarriers with subcarrier spacing950

of 60 kHz, such that the bandwidth of each RB is WRB =951

720 kHz. We divide the system bandwidth into ⌊W/(FWRB)⌋952

“subchannels” in frequency, each spanning F RBs. The Ktot953

users are distributed among the different subchannels, such954

that on each subchannel K = Ktot
FWRB

W users shall be955

served. Out of the K users though, only a fraction Kact ≈956

LM/2 users are scheduled simultaneously in order to operate957

the network at a reasonable user load. Hence, by increasing958

F , the number of subchannels decreases and the number of959

users per subchannel increases. This means that the users960

are scheduled less frequently, but when they are served,961

they transmit at higher rate (in bit/s) since the subchannel962

bandwidth also grows with F . In addition, larger F yields963

larger frequency diversity, i.e., the CDF of the instantaneous964

mutual information “concentrates” due to the averaging in the965

frequency domain (see (3) and (7)). Since different values of966

F yield different subchannel bandwidths, in order to compare967

the performance for different F , we need to consider the actual968

per-user throughput rates in bit/s, obtained by multiplying the969

throughput rate in bit/s/Hz by the subchannel bandwidth, i.e.,970

µ̃k := µ̄k × FWRB. In the considered system, the number of971

users per subchannel with F = 1 is given by K(F = 1) =972

Ktot
WRB

W = 120. Then, for F > 1, the number of users per973

subchannel is given by K(F ) = F ×K(F = 1).974

In our results, we set τp = 20, Kact = 70 ≈ LM
2 UEs975

per time slot, and K̃ = 80 for the reassignment scheme.976

We identified this UL pilot dimension and user density regime977

12Note that for uniform linear arrays (ULAs) and uniform planar arrays
(UPAs), as widely used in today’s massive MIMO implementations, the
channel covariance matrix is Toeplitz (for ULA) or Block-Toeplitz (for
UPA), and that large Toeplitz and block-Toeplitz matrices are approximately
diagonalized by DFTs on the columns and on the rows (see [34] for a precise
statement based on Szegö’s theorem).

Fig. 3. The empirical CDF of the user throughput for PFS, HFS with pilot
reassignment and the baseline schedulers (top). The empirical CDF of the user
throughput for PFS (bottom left) and HFS (bottom right) with fixed pilots and
pilot reassignment.

empirically as a good choice for the considered network (a 978

comparison of different τp and Kact is not shown here due 979

to space limitations). We first evaluate the proposed schemes 980

for a narrowband system with F = 1 RB. Then, we consider 981

the effect of higher frequency diversity F = {5, 10}. For all 982

simulations, we use the infinite buffer assumption with virtual 983

arrivals and queues to achieve fairness among users. 984

A. Utility Optimization 985

We consider HFS and PFS with the fixed pilot and pilot reas- 986

signment schemes, respectively. The proposed NUM-based 987

scheduling approach is compared to a few “baseline” schemes. 988

In particular, we have considered random selection, round- 989

robin scheduling, and max-sum-rate scheduling.13 Random 990

selection picks at each scheduling round Kact out of K UEs 991

per time slot, independent of the previous scheduling deci- 992

sions. Round-robin scheduling sorts the UEs by their index and 993

schedule them in lexicographic order, such that at scheduling 994

slot t = 1, 2, 3, . . . the active user set is {t, t+1, . . . , t+Kact} 995

with indices repeated periodically modulo K. The max-sum- 996

rate scheduler selects in each time slot the Kact UEs to 997

maximize the sum expected service rate. This is equivalent 998

to fixing the virtual queues in (17) such that Qk(t) = 1,∀k, t. 999

Fig. 3 shows the per-user throughput CDF with F = 1 for 1000

PFS, HFS, and the three baseline schedulers. We notice that the 1001

max-sum-rate scheduler results in a very unfair throughput rate 1002

distribution, with a large number of UEs with zero throughput 1003

(see the jump at µ̃ = 0 of the corresponding CDF). The 1004

PFS performs generally better than round robin and random 1005

scheduling. As expected, HFS equalizes the throughput rates 1006

across all UEs (the corresponding CDF is very close to a step 1007

function), and clearly yields a large improvement of the mini- 1008

mum rate with respect to PFS, while significantly reducing the 1009

13Note that for the baseline schedulers, we use the pilot reassignment
scheme. In case of conflicts, the pilot reassignment is repeated with a different
user order (but same set of active users) until an assignment without conflicts
is found.

• Proportional fairness scheduling: g(µ̄) =
∑

k log µ̄k.
• Max-min fairness scheduling: g(µ̄) = mink µ̄k.
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Examples

12 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS

Fig. 4. The empirical CDF of Ik
(
vk,H

)
from N = 100 samples for a

given typical user k in the center of the coverage area (left). The empirical
CDF of the user throughput for PFS/HFS with F = {1, 5, 10} using the pilot
reassignment scheme (right).

maximum rates. Also, Fig. 3 compares the throughput CDF1010

of PFS and HFS with fixed pilots and pilot reassignment, for1011

F = 1. We notice that for both HFS and PFS the degradation1012

incurred by fixed pilots with respect to the more complex1013

pilot reassignment scheme is very moderate. This indicates1014

that although Kact is significantly smaller than K, allocating1015

UL pilots to all users independently of the scheduling decision,1016

and performing the WSRM under the proposed conflict graph1017

constraint, is indeed an attractive approach.1018

B. Effect of the Frequency Diversity1019

Here we wish to assess the effect of increasing the fre-1020

quency diversity by forming wider band subchannels with1021

F = {5, 10} RBs. We compare all systems under pilot1022

reassignment. Fig. 4 shows the hardening of the instantaneous1023

mutual information with increased frequency diversity order.1024

In fact, the empirical CDF of the mutual information is less1025

and less spread as F increases. This allows a more aggressive1026

instantaneous rate allocation in the active slots. As a result (see1027

Fig. 4), the user throughput rates in a system with F = {5, 10}1028

can be significantly increased compared to F = 1 for both1029

PFS and HFS. This is also evidenced in Fig. 5, showing the1030

geometric mean of the user throughputs under PFS, and the1031

minimum user throughput under HFS. Notice that the former is1032

directly related to the PFS objective function, since obviously1033 (∏K(F )
k=1 µ̃k

) 1
K(F )

= exp
(

1
K(F )

(∑K(F )
k=1 log µ̃k

))
.1034

We also observe that the improvement from F = 1 to1035

F = 5 is quite significant, while further increasing the1036

frequency diversity to F = 10 yields a smaller performance1037

gain, especially for HFS. This indicates a sort of saturation1038

of the benefit provided by frequency diversity. As a matter of1039

fact, since the number of users per subchannel K(F ) increases1040

linearly with F , the scheduler must solve a larger WSRM1041

problem for larger F . Hence, it is advisable to choose a1042

moderate value of F that yields good frequency diversity gain1043

but not a too complex scheduler.1044

C. Downlink Scheduling1045

Although in the paper we have mainly considered the UL1046

for the sake of exposition, the same approach can be applied1047

to the DL. Fig. 6 shows the UL/DL results for PFS and HFS,1048

respectively, in the case of F = 1 and pilot reassignment,1049

where the DL precoding vectors are identical to the UL1050

detection vectors and uniform power allocation over all DL1051

Fig. 5. The geometric mean of the user throughput under PFS (left) and the
minimum throughput under HFS (right).

Fig. 6. The empirical CDF of the DL and UL user throughput for PFS (left)
and HFS (right). In both cases F = 1.

data streams is used, such that the total transmit power for UL 1052

and DL is identical, as explained previously. We notice that a 1053

similar user throughput is achieved in both cases, confirming 1054

the approximate duality results of our previous work [37]. 1055

Note that in the case of practical relevance of an imbalance in 1056

UL and DL traffic demands, a different number of time slots 1057

can be allocated to the UL and DL to meet the respective 1058

demand. Therefore, while our results show balanced UL and 1059

DL throughput distributions, it is clear that by unequal slot 1060

allocation one can adapt UL and DL to the actual traffic 1061

demand. 1062

VI. CONCLUSION 1063

In this work, we considered a user-centric cell-free massive 1064

MIMO network with a total number of users much larger 1065

than the optimal user load. In order to serve all users in 1066

the network with a fair distribution of throughput rates, we 1067

proposed a dynamic scheduling scheme based on Network 1068

Utility Maximization via the Lyapunov DPP approach. While 1069

the approach is quite standard, we have addressed several 1070

issues that are specific of the system at hand and represent 1071

the main novelty of this work. In particular, we considered 1072

the problem of pilot and cluster assignment, which can be 1073

fixed for all users, or dependent on the scheduling decision 1074

(reassignment). The key component of the dynamic scheduler 1075

is a novel conflict-graph constrained WSRM problem to be 1076

solved at each scheduling round, in the form of an integer lin- 1077

ear program. Also, we considered the problem of instantaneous 1078

rate allocation in the information outage regime, based on the 1079

empirical CDF of the instantaneous mutual information that 1080

each UE can accumulate on a window of past time slots. This 1081

is very different from the standard works on cell-free massive 1082

MIMO, that consider ergodic rates and users continuously 1083

active on a (virtually infinite) sequence of fading states. In our 1084

case, block by block coding/decoding is dictated by the fact 1085

that users are scheduled on generally non-consecutive slots, 1086

and coding across slots would result in excessive decoding 1087

delay, incompatible with the low latency requirement of 5G 1088

systems. The use of information outage rates also illuminated 1089

• Effect of frequency diversity F = 1, 5, 10.
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Fronthaul Optimization
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Load Balancing and Computation Resource Allocation
3

antennas. The sets of UEs, RUs, routers, and DUs are denoted
by K = {1, . . . ,K}, L = {1, . . . , L}, Q = {1, . . . , Q}, and
N = {1, . . . , N}, respectively. Each UE is associated to a
user-centric cluster of surrounding RUs, according to a cluster
formation scheme described later. The RUs, routers and DUs
are connected via a fronthaul mesh network formed by non-
interfering error-free digital links.

The topology of the radio access segment of the network
is defined by the UE-RU associations. This is expressed by
a bipartite graph Gran(K,L, Eran) with two classes of nodes
(UEs and RUs). The cluster of RUs serving user k ∈ K is
denoted by Ck ⊆ L. The set of UEs served by RU ℓ ∈ L is
denoted by Uℓ ⊆ K. Notice that, for any ℓ ∈ L and k ∈ K,
ℓ ∈ Ck iff k ∈ Uℓ. The set of edges of Eran is such that (ℓ, k) ∈
Eran iff ℓ ∈ Ck (or, equivalently, iff k ∈ Uℓ). The fronthaul
network is also represented as a graph Gfront(L,Q,N , Efront)
with capacitated edges. Notice that Gfront(L,Q,N , Efront) is
a general (oriented) graph, i.e., RUs may communicate with
other RUs, directly with DUs, or with routers. The overall
network topology is described by the union of Gran(K,L, Eran)
and Gfront(L,Q,N , Efront) obtained by merging the common
nodes L.

The network operates the UL and DL in TDD, such that
the UL and DL channel coefficients remain constant (chan-
nel reciprocity) over blocks of T signal dimensions (time-
frequency channel uses), referred to as “resource blocks”. 2 In
general, the UL and DL traffic demand may be significantly
imbalanced. This is handled by allocating a different fraction
of resource blocks to UL and DL in the TDD frame. We denote
by γDL ∈ (0, 1) the resource fraction allocated to the DL, and
as a consequence (1− γDL) is allocated to the UL. Note that
this parameter is set by the TDD scheduler and depends on
the overall traffic demand imbalance between UL and DL.

At any given resource block, we let H ∈ CLM×K denote
the overall channel matrix collecting the channel coefficients
between all UEs and all the RU antennas. Since channel
estimation, UL detection, and DL precoding, are defined on a
per-resource-block basis, and since the rate expressions depend
only on the first-order marginal statistics of H and not on
its correlation over multiple resource blocks (as long as it
satisfies the usual assumptions of stationarity and ergodicity),
for simplicity we focus on a generic resource block and we
omit the resource block index. The channel H matrix is formed
by M × 1 blocks hℓ,k, denoting the channel vectors between
the M antennas of RU ℓ and the single antenna of UE k. For
each ℓ ∈ L, k ∈ K, the corresponding channel is a correlated
complex circularly symmetric Gaussian vector with mean zero
and covariance matrix

Σℓ,k = E[hℓ,kh
H
ℓ,k],

2This block-fading model is standard and it is used in countless works on
multiuser MIMO, massive MIMO, and cell-free systems (e.g., see [3], [5],
[9] and references therein). The model is justified by considering OFDM
modulation, such that the channel coefficients between any UE and RU
antenna pair is random but constant over a certain number of OFDM
symbols in time Nsymb and a certain number of OFDM subcarriers Nsub,
where T = NsymbNsub time-frequency channel uses. We borrow the term
“resource-block” from the 5GNR standard [33].

UE 2

RU 3RU 1 RU 2 RU 4

UE 1 UE 3 UE 4 UE 5

4

DU 2

Router 3Router 3Router 2Router 2Router 1Router 1

DU 1

2

1 2{ , } 3 4 5{ , , }

Fig. 1: An example network with K = 5 UEs, L = 4 RUs, Q = 3
routers, and N = 2 DUs.

where we use the well-known notation hℓ,k ∼ CN (0,Σℓ,k).
The corresponding distance-dependent pathloss, also referred
to as large-scale fading coefficient (LSFC), is defined as

βℓ,k
△
=

1

M
tr(Σℓ,k),

and captures the average signal attenuation between RU ℓ and
user k due to distance and other macroscopic effects. Notice
again that this model is completely standard (e.g., see [3], [5],
[9], [10] and references therein).

Example 1. In order to clarify the network topology and
the localized processing in user-centric scalable CF-mMIMO
networks, consider the “small network” example given in Fig.
1, illustrating the data exchange required for cluster-level
processing. Let us consider UE 2 with user-centric cluster C2
containing RUs {1, 2, 4}. In this example, the corresponding
cluster processor is hosted by DU 1. Therefore, in the UL, the
RUs in C2 quantize their local observations relative to the UL
signal sent by UE 2 and send these quantized sample streams
through the fronthaul to be conveyed to DU 1. In particular,
the observations of RUs {1, 2} are sent to router 1 while RU 4
forwards its observations to router 3, which in turn forwards
them to router 1. All these observations are then sent directly
from router 1 to DU 1 such that they can be jointly processed
by the cluster processor for C2. Correspondingly, in the DL,
the data for UE 2 shall be sent through the same routes in the
reverse direction from DU 1 to RUs {1, 2, 4}. ♢

B. Cluster Formation, Channel Estimation, and Local CSI

In order to understand the decentralized scalable processing
in both UL and DL, it is very important to consider how CSI
is obtained at the RUs via pilot symbols transmitted by the
users on the UL slot. By TDD reciprocity, the same CSI is

• Cluster processors are SDVNF allocated to the DUs.
• We wish to allocate the cluster processors to the DUs and the routing through the fronthaul

such that the max link load is minimized.
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Network Topology

• K UEs, L RUs, Q routers, N DUs.

• The Radio Access Network (RAN) is defined by a bipartite graph
Gran(K,L, Eran) that we consider fixed (resulting from the user-centric cluster
formation/UE-RU association).

• The fronthaul is described by a graph Gfront(L,Q,N , Efront).

• Asymmetric UL and DL traffic is defined by γDL ∈ (0, 1).

• Fronthaul traffic in the UL direction (from RUs to DUs): Multiple unicast.

• Fronthaul traffic in the DL direction (from DUs to RUs): Multiple multicast.

20



TU Berlin | Sekr. HFT 6 | Einsteinufer 25 | 10587 Berlin 

 
 
 
 
www.mk.tu-berlin.de 

Faculty of  
Electrical Engineering and 
Computer Systems 
Department of Telecommunication 
Systems 
 
 
Information and Communication 
Theory 
 
 
Prof. Dr. Giuseppe Caire 
 
Einsteinufer 25 
10587 Berlin 
 
Telefon +49 (0)30 314-29668 
Telefax +49 (0)30 314-28320 
caire@tu-berlin.de 
 
 
Sekretariat HFT6 
Patrycja Chudzik 
 
Telefon +49 (0)30 314-28459 
Telefax +49 (0)30 314-28320 
sekretariat@mk.tu-berlin.de 

 

Firma xy 
Herrn Mustermann 
Beispielstraße 11 
12345 Musterstadt 

Berlin, 1. Month 2014 

 
 
Subject: 
 
 
Text…&
 
 
 
Prof. Dr. Giuseppe Caire 

PHY Rates and Fronthaul Rates

• In the UL direction, each RU ` produces a locally combined signal for each UE k ∈ U`.
• These locally combined signals are “sources” represented at (quantization) rate B`,k

bit/channel use.
• All sources (`, k) for ` ∈ Ck must be routed and delivered to the DU hosting cluster

processor Ck, for all k ∈ K (7.3 Split of 3GPP).
• Let σ2

`,k denote the variance of observation (`, k), and fix a target quantization distortion
level D. Then,

B`,k =

[
log2

σ2
`,k

D

]
+

• In addition, the quantized signal can be represented as

r̂`,k = αr`,k + e`,k, with α =
[σ2
`,k −D]+

σ2
`,k

and E[|e`,k|2] = [1−D/σ2
]+D
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PHY Rates and Fronthaul Rates

• In the DL direction, the best fronthaul compression consists of multicasting
the information bits from the DU hosting the cluster processor for Ck to all
RUs ` ∈ Ck, for all k ∈ K.

• This implies that the multicast rate for UE k is equal to the PHY rate Rk in the
downlink (bit/channel use).

• This implies also that encoding and combining must be performed in the
RUs, which is consistent with the original idea of Marzetta for CF networks
(he studied only the DL, with local combining at each antenna unit).

• Sending the information bits (payload) corresponds to the so-called 7.2 Split
of 3GPP.
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Computation resource allocation

• It is clear that the load balancing multicommodity flow optimization problem (min max link
load) depends on the allocation of the cluster processors to the DUs (computation allocation
problem).

• The computation allocation is defined by binary allocation variables

bk,n =

{
1, if Ck is hosted by DU n
0, if Ck is not hosted by DU n

• With the constraints

N∑
n=1

bk,n = 1, ∀ k, and
K∑
n=1

bk,n ≤ Zn

where Zn denotes the computation capacity of DU n.
• The resulting joint optimization is a MILP and can be efficiently solved even for several

hundreds of RUs, tens of routers and DUs.
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Example
11

RU

Router Router Router Router Router 

Router Router Router 

Router Router Router Router Router Router 

DU

RouterRouterRouter
RouterRouterRouter

RouterRouterRouter

RouterRouterRouter
RouterRouterRouter

Fig. 3: Left: The fronthaul links between RUs and routers. Right:
The fronthaul links between routers and DUs.

DFT matrix is actually general enough for large uniform
linear arrays (ULAs) and uniform planar arrays (UPAs). The
angular support Sℓ,k imposes a simplified yet meaningful
form of geometric consistency in the antenna correlation.
Specifically, if two users are located within the same ∆-
wide angle concerning a RU, their channel vectors will share
an identical subspace and therefore an identical covariance
matrix. More precisely, when the spanned subspace has a
dimension of 1 (i.e., generated by a single DFT column as
in LOS situations), the channels of these two users will be
co-linear with respect to the RU.

A. Simulation Setup

Consider a system with L = 20 RUs and K = 70 UEs
where each RU is equipped with M = 10 antennas and
placed on a rectangular 5 × 4 grid and UEs are randomly
and independently distributed in the area A. We set ∆ = π/8,
τp = 20, the maximum cluster size |Ck| ≤ Cmax = 7, and
the SNR threshold η = 1 in (1). We consider coherence
blocks with T = 200 signal dimensions. The noise with
power spectral density is N0 = −174 dBm/Hz, and the UL
energy per symbol is β̄MSNR = 1 (i.e., 0 dB). The distance
of expected pathloss β̄ with respect to LOS and NLOS is
2.5dL, where dL =

√
A
πL is the radius of a disk of area equal

to A/L. The UL Tx power of all UEs depends on the RU
density and the number of RU antennas. To achieve a certain
level of coverage overlap among RUs, each UE is likely to
associate with several RUs. The RUs are partially connected
to Q = 5 routers, which in turn are partially connected to
N = 4 DUs, as depicted in Fig. 3. For each of the DUs, we
impose Zn = K/2 = 35. The optimization weights ηulL , ηulQ ,
ηulD for the UL, ηdlL , ηdlQ , ηdlD for the DL, and ηL, ηQ, ηD for the
joint optimization problem are all set to 1. In each coherence
block, T −τp out of the T signal dimensions are used for data
transmission in the PHY layer. The total UL/DL SE, i.e., the
UL/DL PHY SE in bits per channel use (or bit/s/Hz) of all
users, is thus given by

SEul = (1− γDL)
(
1− τp

T

)∑

k∈K
Rul

k bit/s/Hz, (46)

SEdl = γDL

(
1− τp

T

)∑

k∈K
Rdl

k bit/s/Hz, (47)
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Fig. 4: UL/DL PHY SE vs. distortion level (a) and corresponding
fronthaul UL/DL load (b).
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Fig. 5: Total fronthaul load (a) and optimization objective function
(b) vs. fronthaul quantization distortion level.

where Rul
k and Rdl

k are given by (27) and (31), respectively.
The expectation in (27) and (31) is computed over 100 channel
realizations.

Note that for a given fronthaul quantization distortion D in
the UL, if the variance σ2

ℓ,k of the observation for user k at
RU ℓ ∈ Ck is less than D, RU ℓ sends zero bits to the cluster
processor Ck. This is equivalent to excluding RUs from the UL
clusters. Recall that the DL information bits are encoded and
precoded at the RUs. As a result, when D/σ2

min > 1, more
and more RUs will be removed from the user-centric clusters,
both in the UL and DL.

B. System Evaluation for Different Optimization Approaches

We start our numerical investigation of the UL/DL sum SE
and fronthaul load under different distortion levels D employ-
ing the proposed optimization problems for γDL = 0.5 (i.e.,
balanced UL-DL data traffic). The results obtained by solving
(44) and (45) are labeled as “full-duplex” and “half-duplex” in
the figures, respectively. We define σ2

min

△
= min(ℓ,k)∈Eran

σ2
ℓ,k.

Then, all UE-RU associations in Eran are actually used for the
UL signal processing when D/σ2

min < 1, while as explained
before, D/σ2

min grows to values larger than 1, some RUs may
be dropped from some clusters (since their observations may
be quantized with zero bits).

Fig. 4 illustrates the impact of D on the UL/DL PHY
SE and fronthaul load. The PHY SE is identical for both
full-duplex and half-duplex fronthaul, since the optimization
problems (44) and (45) only consider the fronthaul load. We
observe that increasing D significantly affects both the UL
PHY SE and the UL fronthaul load. In contrast, the impact of
D on the DL is essentially negligible, since the DL fronthaul

• L = 20, M = 10, K = 100 users per subchannel, very similar to before.
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Example 11
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Fig. 3: Left: The fronthaul links between RUs and routers. Right:
The fronthaul links between routers and DUs.

DFT matrix is actually general enough for large uniform
linear arrays (ULAs) and uniform planar arrays (UPAs). The
angular support Sℓ,k imposes a simplified yet meaningful
form of geometric consistency in the antenna correlation.
Specifically, if two users are located within the same ∆-
wide angle concerning a RU, their channel vectors will share
an identical subspace and therefore an identical covariance
matrix. More precisely, when the spanned subspace has a
dimension of 1 (i.e., generated by a single DFT column as
in LOS situations), the channels of these two users will be
co-linear with respect to the RU.

A. Simulation Setup

Consider a system with L = 20 RUs and K = 70 UEs
where each RU is equipped with M = 10 antennas and
placed on a rectangular 5 × 4 grid and UEs are randomly
and independently distributed in the area A. We set ∆ = π/8,
τp = 20, the maximum cluster size |Ck| ≤ Cmax = 7, and
the SNR threshold η = 1 in (1). We consider coherence
blocks with T = 200 signal dimensions. The noise with
power spectral density is N0 = −174 dBm/Hz, and the UL
energy per symbol is β̄MSNR = 1 (i.e., 0 dB). The distance
of expected pathloss β̄ with respect to LOS and NLOS is
2.5dL, where dL =

√
A
πL is the radius of a disk of area equal

to A/L. The UL Tx power of all UEs depends on the RU
density and the number of RU antennas. To achieve a certain
level of coverage overlap among RUs, each UE is likely to
associate with several RUs. The RUs are partially connected
to Q = 5 routers, which in turn are partially connected to
N = 4 DUs, as depicted in Fig. 3. For each of the DUs, we
impose Zn = K/2 = 35. The optimization weights ηulL , ηulQ ,
ηulD for the UL, ηdlL , ηdlQ , ηdlD for the DL, and ηL, ηQ, ηD for the
joint optimization problem are all set to 1. In each coherence
block, T −τp out of the T signal dimensions are used for data
transmission in the PHY layer. The total UL/DL SE, i.e., the
UL/DL PHY SE in bits per channel use (or bit/s/Hz) of all
users, is thus given by

SEul = (1− γDL)
(
1− τp

T

)∑

k∈K
Rul

k bit/s/Hz, (46)

SEdl = γDL

(
1− τp

T

)∑

k∈K
Rdl

k bit/s/Hz, (47)
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fronthaul UL/DL load (b).
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(b) vs. fronthaul quantization distortion level.

where Rul
k and Rdl

k are given by (27) and (31), respectively.
The expectation in (27) and (31) is computed over 100 channel
realizations.

Note that for a given fronthaul quantization distortion D in
the UL, if the variance σ2

ℓ,k of the observation for user k at
RU ℓ ∈ Ck is less than D, RU ℓ sends zero bits to the cluster
processor Ck. This is equivalent to excluding RUs from the UL
clusters. Recall that the DL information bits are encoded and
precoded at the RUs. As a result, when D/σ2

min > 1, more
and more RUs will be removed from the user-centric clusters,
both in the UL and DL.

B. System Evaluation for Different Optimization Approaches

We start our numerical investigation of the UL/DL sum SE
and fronthaul load under different distortion levels D employ-
ing the proposed optimization problems for γDL = 0.5 (i.e.,
balanced UL-DL data traffic). The results obtained by solving
(44) and (45) are labeled as “full-duplex” and “half-duplex” in
the figures, respectively. We define σ2

min

△
= min(ℓ,k)∈Eran

σ2
ℓ,k.

Then, all UE-RU associations in Eran are actually used for the
UL signal processing when D/σ2

min < 1, while as explained
before, D/σ2

min grows to values larger than 1, some RUs may
be dropped from some clusters (since their observations may
be quantized with zero bits).

Fig. 4 illustrates the impact of D on the UL/DL PHY
SE and fronthaul load. The PHY SE is identical for both
full-duplex and half-duplex fronthaul, since the optimization
problems (44) and (45) only consider the fronthaul load. We
observe that increasing D significantly affects both the UL
PHY SE and the UL fronthaul load. In contrast, the impact of
D on the DL is essentially negligible, since the DL fronthaul

• (a) UL/DL PHY Spectral Efficiency vs. fronthaul quantization distortion level
D; (b) UL/DL PHY Spectral Efficiency vs. fronthaul load.

• To be noted: 1) Aggressive quantization in the UL direction is good; 2) the
frontload bottleneck is the UL (with proper compression in the DL!!!); 3) this
is very good news because the DL/UL duty cycle γDL is generally large; 4) It
is beneficial (more flexible) to use the fronhaul links in half-duplex mode.
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