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Executive Summary

6G is expected to address the demands for consumyption of mobile networking services in 2030 and
beyond. These are characterized by a variety of diverse, potentially conflicting requirements,
ranging from extremely high data rates, unprecedented scale of communicating devices, high
coverage, low communicating latency, to extensibility and high energy efficiency and low carbon
footprint of the deployed networks, thus enabling sustainable growth of the society as a whole. On
the one hand, 6G is expected to fulfil all these individual requirements, extending the limits set by
the previous generations of mobile networks (e.g., ten times lower latencies, or a hundred times
higher data rates than in 5G). On the other hand, 6C should also enable use cases characterized by
combinations of these requirements never seen before (e.g., both extremely high data rates and
extremely low communication latency).

In this white paper, we give an overview of the key enabling technologies that constitute the pillars
for the evolution towards 6C. They include: Terahertz frequencies (Section 1), 6G radio access
(Section 2), next-generation MIMO (Section 3), cooperative connected and automated mobility
(Section 4), integrated sensing and communication (Section 5), non-terrestrial networks (Section 6),
multimodal sensing, computing, communication and control for 6G remote operation (Section 7),
6G empowering robotics (Section 8), distributed and federated artificial intelligence (Section 9),
intelligent user plane (Section 10), flexible programmable infrastructures (Section 11), and
sustainability (Section 12). For each enabling technology, we first give the background on how and
why the technology is relevant to 6G, backed up by a number of relevant use cases. After that, we
describe the technology in detail, outline the key problems and difficulties, and give a
comprehensive overview of the state of the art for that technology.

6G is, however, not limited to these technologies. They merely present our current understanding
of the technological environment in which 6G is being born. Future versions of this white paper may
include other relevant technologies, as well as discuss how these technologies can be glued
together in a coherent system.
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1. THz Frequencies

The digital evolution of our society requires communication services to be constantly improved. By
means of enhanced multimedia services, 6G is expected to merge digital and physical worlds across
all dimensions, providing users with a holographic, haptic, and multi-sense experience. According
to the International Telecormmunication Union (ITU), these applications will emerge during the next
decade and will be characterized by tight requirements in terms of communication [1]. Additionally,
some applications will require functionalities that are not currently provided by cellular systems,
such as accurate sensing, mapping, and localization. Holographic telepresence represents an
exemplary use case in this regard. Indeed, the transmission of raw 3D holograms requires more
than 4 Tbps [2], while the capability to sense the environment will allow the network to predict users’
movement without any explicit feedback, and enable an immersive remote experience. Similarly,
high data rate and low latency communications required for factory automation will benefit from
Thps transmissions (Figure 1).

Figure 1: Tbhps transmissions for factory automation.

To fill this gap, THz communications have been identified as one promising candidate for the
physical layer in 6G, having the potential to enable data rates of Tbps, as well as providing sensing,
mapping, and localization services [3]. At the World Radio Communication Conference 2019 (WRC-
2019), ITU has identified 137 GHz of spectrum between 275 and 450 GHz which can be used for THz
communications [4]. Together with the already allocated spectrum between 252 and 275 GHz, a
total of 160 GHz is now available in the sub-THz range. In 2017, the IEEE 802 working group has
completed the first wireless standard for carrier frequencies around 300 GHz (IEEE Std 802.15.3d -
2017 [5][39]).

1.1 Use cases for THz communications

Two categories of use cases for THz coommunications are mentioned in [40], which are covered by
[5], and applications where at least one end of the link is mobile. In addition, a third category
covering use cases for joint consideration of communication, localization and sensing is mentioned
in [18]. In the following, these three use cases are briefly described.
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11.1 Fixed Point-to-Point Applications

THz communications have the potential to enable extremely high data rates, thanks to the large
amount of radio resources available in these bands. However, signals at these frequencies are
subject to severe propagation conditions, including high spreading loss and molecular absorption
effect, which limit the commmunication range. To mitigate these phenomena, THz systems make
use of multiple antennas and beamforming techniques that focus the transmit power into narrow
beams. While extending the communication range, beamforming requires transmitters and
receivers to align their beams before the actual communication can take place. This operation is
challenging, especially when nodes are moving. For this reason, so far THz communications have
been considered only for point-to-point applications. In particular, IEEE 80215 Std 15.3d-2017 [5][39]
defines four application scenarios, which have a strong demand for ultra-high data-rate
transmissions. They are characterized by fixed point-to-point links where the location of the
antennas is known, making device discovery and beam alignment obsolete. The four application
scenarios are intra-device communication, close proximity communication, wireless links in data
centres, and wireless backhaul/fronthaul links [6]:

Intra-device communication [7] is targeting a wireless communication link within a device
like a computer, camera, or video projector, making the use of cables inside devices obsolete.
In this context, THz commmunications have the potential to make devices cheaper, lighter,
more compact and efficient. Also, the absence of wired connections improves their
reconfigurability and repair ability, since components can be easily replaced.

Close proximity point-to-point commmunication [8][9], like kiosk downloading, is targeting
wireless exchanges of large amount of data between two electronic devices such as
smartphones, tablets, or hard disks. This use case enables the realization of Wireless Personal
Area Networks (WPANS), where personal devices, such as smartphones, PCs, and monitors,
can automatically interconnect without user intervention.

Complementary wireless links in data centres [10][11][12] enable a faster reconfiguration of
data centres, avoiding the deployment of large amount of fibre links and reducing the
installation costs.

Wireless backhaul and front haul links [13][14] in cellular networks enable the wireless
connection of backhaul or front haul links to base stations, where fibre links are not available
or too expensive.

1.1.2 Use cases where at least one end of the link is mobile

Use cases where at least one end of the link is mobile require algorithms for device discovery during
link establishment [15], beamforming [16] and beam tracking [17]. Indeed, through efficient
beamforming schemes, possibly assisted by lower frequency bands, 6G will enable seamless THz
communications also in presence of user mobility. Such applications include extensions of WLAN -
type (Wireless Local Area Network) applications [18], for example providing users in conference
rooms or hotspots in public areas with ultra-high data rates. This functionality enables the intense
use of virtual or augmented reality applications, e.g, in indoor environments and production lines.
Also, future applications for in-flight [19] or in-train entertainment [20] for a large number of users
require ultra-high aggregated data rates. The latter requires backhauling for the aggregated data
rate covering users in the moving vehicles [20] The use of ultra-high data rate applications in the
context of vehicle-to-X communications requires capabilities enabling the exchange of these data
between cars, or between cars and the infrastructure [21][22]. Space communications such as
space/ground, inter-satellite and deep-space high speed data link can also benefit from THz bands.
In comparison with free-space optical (FSO) communication, the THz link is less affected by
atmospheric attenuation/scintillation and less limited by power and size [23][24]
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1.1.3 Integrated Sensing and Communication (ISAC) at THz frequencies

6G is envisioned to exploit the specific propagation characteristics of signals in the THz spectrum to
realize cellular networks with Integrated Sensing and Communication (ISAC) [25]. This new feature
can improve the support to many envisioned use cases, providing situational awareness and
context information. In particular, THz bands enable sensing and imaging services, such as radio
astronomy and earth remote sensing [26], vehicle radars [27][28], chemical analysis [29], explosives
detection [30], and moisture content analysis [37]. Moreover, THz signals can be used for wireless
gas sensing, electronic smelling and pollution monitoring [18][31]. For example, in [31] the authors
demonstrate the feasibility of using a THz communication link to infer the concentration of certain
greenhouse gases. The same approach can be applied to monitor the presence of chemical hazards
in critical places, such as factories or laboratories.

THz signals can also be used for medical imaging and material sensing, i.e,, identify the shape and
material composition of a certain object based on its spectral fingerprint. Therefore, the THz
technology offers support to e-health applications, such as non-invasive tissue analysis [26][32] and
measurement of glucose concentration [33], or surveillance applications, such as crowd monitoring
and street surveillance [34].

Moreover, THz signals are strongly reflected by metal surfaces. This property can be exploited for
security purposes, for example to detect the presence of weapons and in critical environments
[18][26], such as in airports.

Finally, the directional nature of THz links makes them suitable to support accurate localization and
mapping services [18], thus enabling new applications and use cases, such as high-resolution 3D
mapping, massive twinning, immersive holographic telepresence, and interactive and cooperative
robotics [25][35]. For example, the transmission of real-time, high-fidelity holograms may require
accurate localization services, in such a way to closely model users’ movements.

Thanks to the unique features of THz signals, it will be possible to realize radio access networks with
ubiquitous radio sensing and unprecedented communication capabilities. This approach will
promote a more efficient usage of the spectrum, enable new use cases, and avoid the need of using
two separate systems, thus reducing costs [34].

The ISAC use cases discussed above are focused on those that are suitable for THz frequency bands.
For a broader set of use cases also applicable to other bands, we refer the reader to Section 5.

Table 1: THz use cases

Intra-device communication [7]

Close proximity point-to-point

Fixed Point-to-Point communication (8][9]
Applications
Wireless links in data centres [10][1[12]
W|re|ess backhaul and fronthaul n3104]
links
Ultra-high data rate local area
[18]
networks
Use cases where at least one Virtual and augmented reality 18]
end of the link is mobile In-flight / in-train entertainment [19][20]
Backhauling for moving vehicles [20]
Vehicle-to-X communications [21][22]
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Integrated sensing and
communications

Space communication
Factory automation
Sensing and imaging services

Radio astronomy and earth remote
sensing

Vehicle radars

Chemical analysis
Moisture content analysis
Wireless gas sensing
Electronic smelling

Pollution and greenhouse gases
monitoring

e-health applications
Non-invasive tissue analysis
Medical imaging

Measurement of glucose
concentration

Surveillance and security applications
Crowd monitoring
Street surveillance

Detect the presence of hidden
objects and weapons

Explosive detection

[23][24]

[18][26]

[30]

Accurate localization and mapping services

Massive twinning
Immersive telepresence
Interactive and cooperative robotics

High-resolution 3D mapping

25]
5]
]
]

N

25

[
[
[
35

1.2 Characterization of THz wireless channels

The characterization of wireless channels is of paramount importance for the design of every
wireless system. This is particularly true for THz bands, since the harsh propagation conditions
experienced at these frequencies may have a strong impact on the system performance if not
properly considered. In the following, we provide an overview of measurement and modelling
approaches for the characterization of THz wireless channels.
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1.2.1 THz channel measurements techniques

The measurement of wireless channels at THz frequencies poses significant challenges which
makes the design of measurement systems more complex compared to lower frequency bands.
For example, given the target bandwidth that is envisioned for THz systems, there is the need to
perform measurements over large frequency bands, possibly exceeding 20 GHz. Also, proper
characterization of the Doppler effect at these frequencies requires very high measurement rates
[54] So far, three main techniques have been used for the characterization of THz channels: time-
domain spectroscopy, vector network analysis, and broadband channel sounding [55].

Time-domain spectroscopy is a popular method that has been widely used for the determination
of material properties in THz bands. This technigue makes use of laser pulses with short time
duration that are transmitted towards a sample of the material under investigation. A detector
analyses amplitude and phase difference resulting after the interaction of the laser pulses with the
sample, which can be exploited to derive the channel characteristics. This method was used to
investigate the effect of atmospheric gases on THz signals, and to characterize the reflective
properties of different materials.

Vector network analysis is another popular approach, which exploits analysers able to determine
the frequency-dependent and complex-valued scattering parameters in order to derive the
channel impulse response. This technique is suitable to measure static or slowly-varying channels
over relatively short distances, given that the measurement endpoints need to be connected by
wire.

Finally, broadband channel sounding architectures have also been developed. These systems are
composed of a transmitter, which transmits a periodic pseudo-random binary sequence, and a
receiver, which receives the sequence and performs a correlation to extract the channel impulse
response. With this method, it is possible to perform instantaneous measurements of the full
system bandwidth, and to measure the propagation effects even when the wireless channel varies
over time.

The following table contains a list of THz channel measurements available in the literature.

Table 2: THz channel measurements

e e B N

260-400 GHz Intra-device communication
[42] g?_énd S0 VNA Intra-device communication

Close proximity point-to-

[43] 220-340 GHz  VNA : S
point communication
[44] 300 GHz VNA Wireless links in data centres
[45] 300 GHz Broadband CrRnmet Wireless links in data centres
sounding
[46] 200 Gz Broadband channel In—ﬂlght‘/ in-train
sounding entertainment
(56] 200 Gz Broadband channel \/ehlcle—tq—x .
sounding communications

(57] 142 GHz i}rﬁigibna;d Sl Factory automation
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1.2.2 Modelling approaches for THz channels

THz channel models can be divided into three main categories. deterministic, stochastic, and
hybrid.

Deterministic models make use of a 3D representation of the surrounding environment and apply
ray tracing or ray launching techniques to model multipath propagation. This approach enables the
accurate modelling of wireless channels, but requires in-depth knowledge of the propagation
environment and produces site-specific results. Deterministic THz channel models have been
developed for various scenarios, including indoor and urban environments [47].

On the other hand, stochastic models are obtained by performing channel measurements and
deriving a mathematical representation which ensembles the statistics of real channels. As such,
stochastic models do not require a detailed knowledge of the propagation environment and
therefore represent a valuable tool for system design. Several stochastic channel models targeting
different use cases have already been proposed. For example, [48] proposed a cluster-based
stochastic model derived from measurements in data centres, [49][50][51][52] introduced models
for indoor environments, and [46] dealt with the train-to-infrastructure scenario.

Finally, hybrid models are considered as a middle ground, as they include both deterministic and
stochastic components. An example of this approach is described in [53], where a hylbrid ray-tracing-
statistical model for THz communications is proposed.

The following table provides an overview of THz channel models available in the literature.

Table 3: THz channel models

[48] Data centre Cluster-based model derived from

measurements

Laboratory, Conference Cluster-based model derived from
[49]

room, Office measurements

o ) Quadriga-based channel model with custom
[46] T2l insigle staiion parameters derived from measurements
. : Ray-based channel model derived from

9] Kiosk downloading Measurements
[57] Indoor office Ray-based channel model

Tz mdoqr : : Geometric-statistical channel model for system-
[50] communications in a Y

level simulation
rectangular room

Abstract scattering model in the

[52] Small indoor scenario AoA/AoD/ToA domain for THz propagation
simulations

Extension of 3GPP 38901 for 100-300 GHz derived

[58] Ureiersls from ray-tracing simulations

Wideband multiple scattering channel model for
[59] Nanonetworks THz frequencies
[60] Indoor office Spatial statistical channel model for an indoor

office building up to 150 GHz

Different scenarios whose Three-dimensional space-time-frequency non-
transmission distances stationary geometry-based stochastic model
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range from tens of meters
to a few centimetres

Novel channel model for intrabody

[62] Iizrelooely Neneseal communication in iIWNSNs in the THz band

Three-dimensional space-time-frequency non-
[63] Scenarios with mobility stationary massive multiple-input multiple-
output channel model

Spatial statistical MIMO channel model for urban

[64] Urban micro microcells at 142 GHz

1.2.3 Modelling challenges and new approaches

Although many channel models targeting THz frequency bands have already been proposed,
research on this topic is still in its infancy. Indeed, several open challenges prevent the
characterization of THz propagation in many different scenarios and use cases, therefore new work
has to be carried out.

The first challenge is related to the development of adequate measurement systems able to
operate at high carrier frequencies and over large bandwidths. In this regard, the short coherence
time of THz channels requires fast measurement speeds, while the high path loss experienced at
these frequencies requires high dynamic range and sensitivity.

Moreover, next-generation wireless systems are expected to make use of ultra-massive MIMO
antennas and reflective intelligent surfaces. The introduction of these new elements triggers new
propagation phenomena that have to be taken into consideration, such as mutual coupling and
near-field effects.

Finally, the ISAC paradigm requires new channel modelling methodologies, as cormmunication and
sensing operations need to be jointly considered.

1.2.4 Machine learning tools for channel modelling

Machine learning (ML) techniques could assist in more efficient channel modelling for THz bands.
Three directions are highlighted below: scenario identification, multi-path components clustering
and channel predictions as indicated in [69].

1.2.4.1 Scenario Identification

As higher operating frequencies of wireless communication provide the possibility of large
bandwidth and hence high data rates for communication channels, path loss becomes a limiting
factor. To combat path loss, directional communication links are adopted together with the use of
a large number of antennas. Moreover, the electromagnetic propagation on THz bands is more
susceptible to dispersion in time and frequency domains, which leads to time-varying channels and
Doppler spreads. The aforementioned channel peculiarities, which generates unusually large
amount of measurement data and are susceptible to fast time variations, promote the use of ML
inspired algorithms to detect the cormmunication scenario, i.e. whether it is a LoS or a NLoS case.

Scenario identification in the context of LoS/NLoS channels is essential to applications involving
localization tasks and to channel modelling in general. In particular, LoS channels are fundamental
to the realization of THz communication, and knowing the presence of a LoS link might impact the
feasibility of commmunication over THz frequencies. For instance, in the absence of a LoS link, a
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system designer might resort to multi-hop communications through RISs or simply through relays
with different mediating protocols.

1.2.4.2 Channel Prediction

Machine learning, especially deep learning, has proved to be a powerful tool for modelling non-
linearities of all kinds. In the context of channel modelling, the relation between desired channel
model and the known/collected information also exhibits such non-linearity. Therefore, there has
been plenty of work on using ML model, specifically neural networks, to construct mapping
between collected measurements and the target channel model.

GCiven a certain area of communication setup, it is beneficial to have knowledge of the coverage of
communication resources so as to adjust the design or improve the communication system.
However, to get a precise description of the channel characteristics, such as path loss in a large area,
the common approach of ray tracing entails high computational costs. To this end, combined with
the recent advancement in computer vision, researchers have been working on using mature
computer vision techniques to directly generate maps of radio resources given the 2D image
description of the scenes as input.

In [70], satellite photos of a suburban area are pre-processed to explicitly represent the locations of
buildings and other objects, then fed as input to generate the receiver signal strength at a single
location by the convolutional neural network (CNN). Specifically, the receiving antennas'
information is also encoded in the structure of the CNN. Levie et al. [71] adopted a similar approach,
but with a complete radio map as output and simulated data for training and evaluation. Ates et al.
[72] firstly categorize the path loss parameters and then applied CNN to classify the input scenarios
represented by satellite images. In [73], CNN is applied to generate high-resolution radio maps on
multiple metrics, based on the low-resolution images generated by fast but low-granularity
simulation.

In THz communication, where the channel exhibits high directivity and suffers from blockage, the
radio map generation technigues mentioned above are expected to identify direction and blockage
more quickly than iterating on all possible rays as in ray tracing methods. Furthermore, recent
advancements in computer vision of 3D point clouds also provide the possibility of generating “radio
space” given the point clouds of a scene as input. For high frequency communication such as THz
where the range of communication could be relatively short and heavily relying on LoS, using ML
techniques in 3D vision might facilitate the generation of channel models in 3D scenarios.

1.2.4.3 Clustering of multipath components

Many channel models assume that wireless propagation happens through a finite number of
multipath components, each representing a plane wave travelling along a different path. Each
multipath component is characterized by its complex amplitude, delay, direction of arrival and
departure. Typically, multipath components that exhibit similar characteristics are grouped into a
cluster. In this context, different machine learning techniques have been exploited to identify
clusters in an automatic manner. In [74], authors presented the KPowerMeans, a variant of the
popular K-means algorithm that accounts for the power of multipath components to compute
clusters centroids. The same algorithm was used in [75] and [76] for the identification of multipath
clusters at mmWave and THz frequencies. Li et al. [77] collected channel measurements at THz
frequencies and applied the DBSCAN algorithm [78] to identify the multipath clusters. Chen et al.
[79] exploited THz channel measurements and ray tracing simulations for clustering and matching
of multipath components. First, the multipath components observed in real measurements are
clustered using the DBSCAN algorithm. Then, the identified clusters are matched with those
observed in a ray tracing simulator based on the multipath component distance (MCD) metric. In
[80], authors proposed a clustering algorithm that identifies independent clusters based on a kernel
density measure. In [81], a novel clustering approach based on Fuzzy-c-means is presented. In [82],
authors proposed a new clustering algorithm based on the region competition algorithm [83], an
optimization technique originally developed for image segmentation, and the kurtosis measure. In
[84], clustering is treated as a sparsity-based optimization problem that exploits the physical
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property that the power of multipath components decreases exponentially with respect to the
delay.

1.2.5 Characterization of dielectric properties of materials

Given the short propagation range, the majority of use cases that have been identified for THz
communications are indoor. In these environments, wireless signals interact with multiple objects
causing reflection, diffraction, and transmission phenomena. The behaviour of these phenomenais
influenced by the dielectric properties of the object, which depend on physical features such as
shape, material, roughness, etc. For the deterministic modelling of wireless channels (e.g., by means
of ray tracing) characterizing the dielectric properties of the interacting objects is important to
achieve accurate results. The ITU-R recommendation P.2040-3 [85] provides guidelines and
parameters for modelling the dielectric behaviour of common building materials. However, most
of the parameters available in the document are valid up to 100 GHz, thus requiring further work for
extending the model up to THz frequencies.

The methodologies that are commonly adopted for measuring the dielectric properties of materials
can be divided into three main groups: (i) waveguides, (ii) resonators, and (iii) free space methods.

1.2.51 Waveguides

The sample under test is inserted in a section of waveguide and characterized by measuring the
transmission and reflection coefficients of the EM wave propagating along the line. This method
provides high accuracy. However, it requires small tolerances for the preparation of the sample and
its insertion into the waveguide. For frequencies beyond 100 GHz, this method becomes impractical
because the size of the waveguide becomes extremely small (in the order of micrometres).

1.2.5.2 Resonators

This method exploits the perturbation theory of resonant cavities, i.e, structures exhibiting a
resonant behaviour at specific frequencies. When introducing an object inside the cavity, its
resonant modes are perturbed in a way which depends on the dielectric properties of the object.
After measuring the perturbation caused by the sample under test, it is possible to determine its
permeability and permittivity by applying the cavity perturbation theory. Examples of structures
that are commonly used for this purpose include split-cavity resonators, Fabri-Perot open
resonators [86], and resonators based on Whispering Gallery Modes [87]. Despite providing accurate
results, these methods are typically narrowband and not applicable to material with high losses.

1.2.5.3 Free-space methods

The sample under test is placed between transmit and receive antennas. The transmit antenna
generates a wireless signal which is reflected or refracted through the sample and measured by the
receive antenna. By comparing the signal response with and without the sample, it is possible to
determine the transmission and/or reflection coefficients. Then, the dielectric properties of the
sample can be derived by applying the Nicolson-Ross-Weir algorithm [88]. This method does not
require any contact with the sample, thus representing a suitable solution for performing non-
destructive tests. Different techniques are available for conducting free-space measurements, the
most popular being vector network analysis and time domain spectroscopy. With the latter recently
numerous typical building materials have been measured for the purpose of using it in simulations
for THz communications [89].

1.3 THz device technology

While front ends at E-band (71 - 76 GHz, 81 - 86 GHz) are already available in the market, the
technology for links above 100 GHz is still at the prototype level. Two major obstacles have to be
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resolved: (i) harsh propagation conditions, and (ii) equipment cost. Tens of dB of attenuation higher
than microwave frequencies (e.g., due to rain, humidity and gases) for the same range pose serious
technology constraints to satisfy the link budget. The low transmission power of solid-state power
amplifiers can be partially compensated by a high antenna gain. However, at the increase of the
gain (above 40 - 45 dBi) there are problems of sway in case of wind, large footprint and cost due to
the required high fabrication accuracy.

Ontheother hand, THz high attenuation is also advantageous because it permits an effective spatial
division, frequency reuse and low interference expanding the potential of THz technology.

In recent years, numerous THz wireless front end were presented up to 400 GHz with different
technologies and performance [65][35]. Substantial advancements are reported in the development
of chipset based on different processes such as CMOS, InP, GaAs, Si Ge and GaN, mostly for low
power electronics to support multi-Gb/s transmission. The data rate exceeds 10s Gb/s for most of
the prototypes. However, the range of all these systems is limited to tens of meters, with the need
for very high gain antennas, due to lack of the required high transmission power for satisfying long
link range. Gallium Nitride (GaN) is the most promising semiconductor process for high power, but
presently is limited to about 100 GHz.

The short wavelength (e.g., 3 mm at 100 GHz, 1 mm at 300 GHz) makes fabrication and assembly
difficult due to the small dimensions of parts that also require tight tolerances. With the increase of
frequency, fabrication technologies need to be improved and be more affordable. The high
manufacturing cost of THz equipment is a critical factor for its wide deployment.

At the same time, the short wavelength permits low size antennas and components for high
integration and low footprint, enabling an easier installation and deployment with high density in
urban environment, reducing the cost of site renting.

Point-to-point and point-to-multipoint distribution at THz frequency would permit 100s Gb/s/km?
area capacity, needed for supporting 6G concepts. Two European projects, TWEETHER and
ULTRAWAVE [66] explored the use of W-band (92 — 95 GHz), and D-band (141 - 148.5 GHz) for Point
to multi Point distribution [67] and G-band (275 — 305 GHz) for point-to-point transport. The key
target is a low cost per bit, competitiveness with the fibre and long range. The novelty of these
projectsisthe introduction of a new generation of travelling wave tubes being able to produce more
than one order of magnitude transmission power than a solid-state amplifier [68]. The high
transmission power available (e.g.,, 10 W at D-band) permits long range links close to 1 km both in
point to multipoint and point to point.
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2. 6G Radio Access (6GRA)

2.1 Introduction and Motivation

6G radio access is expected to provide extended support for the traditional 5GC use cases: enhanced
mobile broadband (eMBB), ultra-reliable low latency communications (URLLC), and massive
machine-type communications (MMTC) — that is, increased throughput, lower latency and
increased reliability, and greater scalability. However, the requirements ‘space’ of 6G applications
will be much wider, including flow-level timing metrics, service availability, service continuity, and
enerqy efficiency. Therefore, the scope of 6G radio access expands well beyond just extending the
capabilities of 5G. Specifically, the 6G radio access design must be flexible and resource-efficient,
being capable of adapting in real-time, both at the infrastructure and the user terminal side, while
also fulfilling the application requirements. Furthermore, it is essential to consider advanced flow-
level timing metrics such as Age of Information (Aol), Value of Information (Vol) and semantics of
information, as well as goal-oriented metrics that go well beyond the traditional packet-level timing
metric: latency and reliability. Doing so would allow the network to capture the real requirements
of the applications and, hence, conduct optimal resource slicing, allocation, and user scheduling
with maximum energy efficiency.

2.2 Reference use cases

2.2.1 Tactile Internet

Focused on having mixed traffic (broadband and URLLC-like) in the same service: High data rates
are needed for video/audio feedback whereas the control commands and sensory (i.e., touch)
feedback must be transmitted with ultra-low latency and high reliability (URLLC-like). The problem
becomes complex as 1) this combination of traffic takes place in both uplink and downlink
communication: 2) the source of broadband and URLLC traffic may be from different devices; and
3) the URLLC-like traffic may not be fully periodic, and its pattern may change depending on the
status of the control loop. Therefore, allocating pre-defined resources to URLLC traffic may lead to
over-provisioning and a more efficient and flexible allocation is needed. Augmented, virtual, and
extreme reality (AR/VR/XR) applications are examples where URLLC and broadband traffic coexist.
Specifically, large volumes of data (video) are transmitted in the downlink while short feedback and
control messages must be transmitted in the uplink with high reliability, even though a few
consecutive packet losses might be tolerated.

2.2.2 Remote control of cyber-physical systems

This use case focuses on flow-level KPIs rather than per-packet reliability. 3GPP recently defined the
survival time as the maximum time a cyber-physical control systemn may continue its operation
without receiving an anticipated message [1]. Several other metrics such as Age of Information (Aol)
have also been defined for systems transmitting updates, where the newest update immediately
replaces previous ones. Nevertheless, Aol still maintains the traditional view of data transmission
being the end goal of the communication process and makes the strong assumption that all the
generated data belongs to updates of a specific process. Instead, value of information (Vol),
semantics of information, and goal-oriented communications (COCom) rely on harnessing the fact
that data is communicated with the objective of achieving a particular end goal set by the
application [31][43]—in this case, the control of a cyber-physical system. Only by considering this
latter aspect it would be possible to escape traditional resource efficiency goals including, for
example, energy per bit and spectral efficiency, and achieve unprecedented levels of resource
efficiency by transmitting less data but equal amounts of information.
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2.2.3 Industry 4.0

This use case focuses on scenarios that include |oT devices that transmit large amounts of data such
as video surveillance cameras but also other devices that transmit small amounts of data in a
periodic, quasi-periodic, or sporadic fashion. Furthermore, the environment must respond reliably
and with ultra-low latency to emergency situations, such as power outages, increase in
temperature, or malfunction of individual elements in, for example, an assembly line. Hence, the
network must support different mechanisms to increase the efficiency of commmunication in these
use cases. An essential question to answer to increase the efficiency of communication is how
frequently the devices need to sample and transmit data. Therefore, considering the semantics of
information is of utmost importance to reduce the amount of generated and transmitted data
without affecting the amount of conveyed information [31], but also to schedule the users and
allocate resources optimally.

2.2.4 Smart metering

This use case focuses on exploring and exploiting the influence of space and time in the behaviour
of the sensor nodes. These influence the spatial-temporal correlation of the data, which must be
considered to maximize energy efficiency. That is, in smart metering applications, the spatial
distribution determines the potential impact of the interference from a user to its neighbours and,
hence, sets the basis for the competition for resources. In addition, it also determines the nature of
the collected data, as space induces correlation among the sensor readings, which can be learned
and exploited to design deployment- and application-specific access mechanisms.

2.2.5 Smart city

This use case focuses on the coexistence of diverse services with heterogeneous requirements and
traffic characteristics, including a combination of previously listed use cases, at a large scale.
Coexisting services include, for example, VR/AR/XR, V2X communications, robots and cobots, smart
metering, and e-health. This leads to potentially massive access scenarios with time-varying traffic
demands that would benefit from dynamic scaling of the network resources and from mobile
network elements such as drones, high-altitude platforms, and/or satellites to offload the terrestrial
infrastructure.

2.3 SotA on the main topics towards 6G radio access

2.3.1 5G standardization and limitations in the radio access network
(RAN)

Since its introduction in the 3rd Generation Partnership Project (3GPP) standardization in Release
15, the 5G standards have evolved by including mechanisms to reduce the user- and control-plane
latency. A similar path has been followed by Internet of Things (loT) technologies such as
narrowband loT (NB-loT) and LTE-M, introduced in 3GPP Release 13 [2]. These enhancements
include new numerologies in 5G, grant-free random access and advanced grant-based
mechanisms, along with priority handling mechanisms. Regarding the frame structure, the new
numerologies in 5GC allow to reduce the length of a slot (the minimum resource unit for allocation)
in the time domain by increasing the subcarrier spacing [5].

In the downlink, besides the traditional scheduling mechanism based on the size of the
transmission buffers, 5G possesses pre-emptive scheduling and semi-persistent scheduling (SPS)
mechanisms, which allow to achieve low-latency communication. Pre-emptive scheduling [7],
usually referred to as puncturing [I10][1], allows to cancel the transmission of low-priority (i.e,
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broadband) data in specific time-frequency downlink resources so these can be used for the
transmission of high-priority (i.e, latency-sensitive) data instead. Then, an interrupted transmission
must be sent to the affected UE. On the other hand, SPS assigns resources to a UE periodically, so
these are available if needed. Data transmission in the downlink only occurs in connected mode.
However, uplink data transmission can occur in both connected and disconnected modes.

Uplink access in connected mode is purely grant-based. Therefore, the users must first transmit a
scheduling request (SR) [8] and then, they must receive a specific grant from the gNB that includes
the resources allocated for their transmissions. Until Release 16, uplink scheduling supports SPS,
along with cancellation indication (Cl) and configured grant mechanisms. Like pre-emptive
scheduling in the downlink, Cl allows for out-of-order scheduling in the uplink. Specifically, the gNB
can send a Cl message to a user with uplink resources allocated previously after receiving an SR
from a user with latency-sensitive data to transmit. In such a case, the user receiving the CI will
cancel the transmission in the indicated resources.

The baseline access mechanism in disconnected mode (i.e, random access) in 5G, NB-loT, and LTE-
M is grant-based. This mechanism is known as the random access (RA) procedure and consists of a
four-message handshake [8]. Initially, only after completing the procedure would the UEs be
allowed to transmit data by first transmitting an SR. However, several enhancements have been
made to the procedure to reduce the control overhead of data transmission. The most notable
enhancement is the Type-2 RA procedure defined in Release 15 of 5G NR [6]. The type-2 RA
procedure begins with the traditional preamble transmission, but it is accompanied by a short
uplink data transmission. The selected preamble determines the specific time-frequency resources
for the uplink transmission. This is, effectively, a grant-free access protocol whose capacity is limited
by the number of preambles.

Despite the advances in scheduling mechanisms for orthogonal multiple access and contention-
based random access, there are still several aspects that require a redesign of the radio access
network towards 6C. For instance, resource efficiency and, consequently, the number of supported
users is limited by strict rules for orthogonal resource allocation. As an example, services with
URLLC-like requirements but with uncertainty in the activation in 5GC are limited to using either
time-consuming grant-based access (e.g., via SR and Cl for previously allocated users [6]) or some
form of SPS, which leads to resource wastage. Furthermore, even though multi-connectivity has
been previously introduced, the cell-based infrastructure does not possess standardized
mechanisms to fully exploit the multiple links to the infrastructure. Moreover, the implemented
scheduling mechanisms and configuration parameters are usually static and must be designed
and selected by mobile network operators (MNQOs), which creates a mismatch between the pre-
planned service provisioning capabilities of the infrastructure and the actual user demands. To fulfil
the specific requirements of the advanced 6G applications while maximizing resource efficiency,
self-optimization mechanisms for parameter selection and slicing of the radio access resources
must be putinto place, in combination with a wide variety of access mechanisms. This combination
of capabilities is called Intelligent Edge [63].

2.3.2 Orthogonal and non-orthogonal RAN slicing and resource
allocation

In the downlink, RAN slicing in 5G between eMBB and URLLC users corresponds to the resource
allocation problem of incoming data with two different requirements. In [9], the authors proposed
a deep reinforcement learning approach to allocate resources to both service types. The risk of a
specific allocation (i.e, time and frequency resources) for URLLC users in the finite block length
regime is used as the input to a learning agent. The URLLC users were uniformly distributed within
the cell area, each URLLC packet is transmitted to a different URLLC user (i.e.,, no memory per user),
and the error probability at each URLLC packet transmission was used to calculate the overall
reliability. The approach is interesting but cannot be directly applied in practice due to the
simplification of the calculation of the reliability of URLLC users. Nevertheless, it influenced other
works that target the latency aspect of URLLC. For example, in [10], the slicing of the resources is
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performed assuming that, if URLLC is scheduled with sufficiently low latency, the reliability aspects
are covered. Hence, [10] focuses on the importance of the loss model for the punctured eMBB traffic,
considering a linear, threshold-based, and quadratic loss model as a function of the punctured
resources. Furthermore, [68] explores the potential of optimizing resource allocation with flexible
numerology in frequency domain and variable frame structure in time domain, with services of with
different types of requirements including URLLC.

Despite not being included in the 5C standardization, non-orthogonal multiple access (NOMA)
presents interesting advantages when compared to orthogonal multiple access (OMA) schemes.
Specifically, NOMA may result in an increased resource efficiency and scalability, along with lower
latency than traditional OMA schemes. On the downside, NOMA schemes usually require a high
level of contextual awareness (e.g., the ratio of channel qualities among users) and more complex
encoding and decoding mechanisms.

An example of the latter is provided in [49] comparing the energy consumption of using OMA and
NOMA as scheduling solutions for eMBB and URLLC traffic. In particular, the schemes proposed in
[49] exploit the available channel state information (CSl) of the eMBB users, while relying on
statistical CSl only for the URLLC users, to allocate the resources for both service types. Results in
[49] show that NOMA attains lower power consumption than OMA in most cases, except when the
average channel gain of the URLLC user is exceedingly high. Even in these cases, the gap between
NOMA and OMA is negligible, showing the capability of NOMA to reduce the power consumption
and guarantee close-to-the-optimal optimal performance in practically every condition.

In the uplink, eMBB may coexist with URLLC services, but also with other loT-like services with
diverse timing requirements. For example, services that require either a 1) high reliability with
slightly relaxed latency or 2) a flow-level timing metric such as Aol [53].

The performance of NOMA and OMA mechanisms in the uplink has been studied in Aol-focused
scenarios with homogeneous users [38]. Furthermore, OMA and NOMA mechanisms have been
investigated with coexisting eMBB and loT users, where the latter require either low latency and
high reliability or Aol in a collision channel model [19][35]. Even though the collision channel model
is not favourable for NOMA, results showed that NOMA may outperform OMA for latency-oriented
services, whereas Aol-oriented users are less sensitive to the selection of access/slicing mechanism.
The reason for this is that the inter-arrival times tend to dominate the Aol and, once a sufficiently
high reliability is achieved, the differences in per-packet latency between NOMA and OMA have a
small impact on Aol. The analyses conducted in [19][35] were recently extended in [20] to a scenario
with an enriched channel model where capture might occur when the SINR of one of the
overlapping signals is sufficiently high. Therefore, the diverse outcomes for a channel realization and
their probabilities were considered to derive the performance of OMA and NOMA in the uplink. The
results showed that the probability of capture greatly enhances the advantages of NOMA in the
latency-oriented scenario, allowing the IoT users to achieve considerably low delay and a near-
optimal performance for the eMBB users, which are unattainable with OMA,

In [42] the interplay between delay violation probability and the average Aol in a wireless multiple
access channel with multipacket reception capability and heterogeneous traffic characteristics is
studied. Further, the coexistence of a primary user that aims to minimize the Aol with secondary
users that communicate among them in a cognitive network was studied in [32]. The latter
illustrates how the Aol requirements of the primary user limit the aggregate throughput for the
secondary users. Furthermore, it is shown that the aggregate throughput remains relatively stable
as the number of secondary users becomes large.

2.3.3 Random access (RA) mechanisms: grant-based and grant-free

To achieve the performance requirements of the users, different RA mechanisms must be
implemented depending on the traffic characteristics and the number of contending users.
Differently from multiple access, where the users are known and they are assumed to be active, one
of the main challenges in RA is activity detection, which must be performed before decoding the
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data. Grant-based RA has been widely used in 4G and many other systems focused on broadband
traffic, where the overhead of the initial handshake becomes negligible. Effectively, grant-based RA
solves the activity detection problem by using orthogonal pilot signals (e.g., preambles in 4G and
5C) during an initial reservation phase. However, numerous works proved its inefficacy in massive
RA scenarios (i.e, mMTC) [4][57]. Therefore, a significant amount of research has been performed on
grant-free RA mechanisms [45] and on understanding the nature of packet transmissions in the
finite-block length regime [45][67].

Even though slotted ALOHA mechanisms have been around for many years now, most advanced
RA mechanisms are variations of these. For instance, the access mechanisms in NB-loT are based
on transmitting consecutive repetitions of the packets in multichannel slotted ALOHA channel. The
repetitions in NB-loT might effectively counteract the effects of fast fading but come at the cost of
increased resource utilization and, hence, reduced access capacity (i.e., packets per time slot) [64].
To increase the capacity of the access channel, irregular repetition slotted ALOHA (IRSA),
implements a degree distribution, which is a function to place the repetitions randomly across the
frames [21]. Coded Pilot Access (CPA) is a closely related mechanism to IRSA, where data packets
are accompanied by pilot signals that aid the decoding of the data in massive MIMO systems [52].

An area of research that has attracted significant attention recently is sparse estimation. Advances
in computing platforms and algorithms can now be used to solve underdetermined systems of
equations by exploiting the sparsity of the solution. Among these, compressed sensing (CS) has
been widely explored for activity detection and estimation [9][27]. In massive access scenarios, CS
can be applied to determine the activation and to estimate the channel coefficients of a relatively
small subset of users from their overlapped non-orthogonal signals.

2.3.4 Multi-connectivity

Maintaining multiple links to the infrastructure allows users to increase throughput and reliability
while reducing latency. This is achieved by exploiting the macro-diversity of the environment in
terms of space (e.g,, by connecting to different BSs) and/or frequency (e.g., by connecting to the
same BS but on frequency different bands) which increases the resources allocated per user [65].
Therefore, while multi-connectivity may benefit specific users, careful allocation of resources is
needed to avoid resource wastage and, hence, the number of users and their requirements must
be considered. Furthermore, the dependencies between the different channels (i.e, links) can be
exploited to minimize outage probability and, possibly, optimize resource allocation and link
selection [11]. An algorithm for the link scheduling optimization that maximizes the network
throughput for multi-connectivity in millimetre-wave cellular networks is proposed in [56]. The
considered approach exploits a centralized architecture, fast link switching, proactive context
preparation and data forwarding between millimetre-wave access points and the users.

Furthermore, a specific type of multi-connectivity where different interfaces is used is termed
interface diversity. In [25], transmission policies and the benefits of interface diversity with an LTE
and a WIFi interface were investigated for cyber-physical systems where periodic uplink
transmissions take place. In [18], the effect of bursty traffic in an LTE and Wi-Fi Aggregation (LWA)-
enabled network is investigated. The LTE base station routes packets of the same IP flow through
the LTE and Wi-Fi links independently. Superposition coding is used at the LWA-mode Wi-Fi access
point (AP) so that it can serve LWA users and Wi-Fi users simultaneously. Then, a congestion-aware
random-access protocol is applied to avoid impeding the performance of the LWA-enabled
network.

A detailed discussion of 3GPP support for interface diversity can be found in Section 6.

2.3.5 Self-optimization mechanisms

The joint configuration of the access parameters and resource slicing and allocation, both in a real-
time and offline manner, is a complicated task. To achieve an optimal use of network resources, the
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performance requirements, traffic characteristics, channel conditions, and capabilities of the served
users must be known. Naturally, the use of traditional optimization techniques, including convex
optimization and dynamic programming, provides numerous benefits such as optimality
guarantees and the conditions under which optimality can be achieved. Furthermore, the vast
literature on these techniques allows us (under some conditions) to understand the process and
the rationale for the obtained outcomes. Consequently, traditional optimization techniques should
remain the preferred option for self-optimization mechanisms. However, the increased complexity
caused by the use of detailed models for the channel, traffic, and capabilities of the users
complicates the use of traditional optimization techniques, along with the design and analysis of
the considered access schemes.

Machine learning techniques, which are envisioned to play a major role in 6G [24], can be used to
complement traditional optimization techniques in overly complicated scenarios. For instance,
realistic performance evaluation and optimization in random access scenarios present a major
challenge. Thus, most of the developed access mechanisms oversimplify the different channel
characteristics and performance requirements of the users, which might be greatly different. If
these differences are neglected, access mechanisms may either suffer from low resource efficiency
or fail to meet the performance guarantees of the users. ML techniques including, among others,
deep learning, (deep) reinforcement learning, multi-armed or contextual bandits, can be used to
achieve on-the-fly self-adaptation of the RAN, for example, for RAN slicing [9] and resource
allocation. Furthermore, lightweight ML techniques could be deployed at the user side for the
individualized adaptation of the users’ behaviour (ie, policy). However, some of the major
challenges for applying ML and other data-driven optimization techniques are the amount of
training data that is needed by the algorithms [13] and the impact of the knowledge and
fundamental assumptions about the environment, for example, the channel [10].

2.3.6 Advanced Channel Coding and Modulation

Modern channel coding schemes like LDPC and Polar codes, introduced in the 5G NR specification,
provide near-capacity error correction performance. However, when combining these with higher
order modulation schemes, a gap in capacity exists [32]. One of the reasons for this loss is due to the
non-optimal probability distribution of transmitted symbols. In [14] and [37] probabilistic shaping
and geometric shaping schemes, respectively, are introduced that avoid this so-called shaping loss.
It was shown in [59] that probabilistic shaping can be implemented jointly with polar coding, by
employing the successive cancellation decoder both at encoded and decoder sides. Furthermore,
an explicit code construction algorithm was presented. Moving forward to 6G, the requirements on
energy efficiency, latency and throughput are only expected to increase. This demands further
investigations of a hardware friendly implementation of efficient shaping schemes. Recently joint
probabilistic and geometric shaping is used to design constellations in [52] with an autoencoder to
learn the constellation over a wide range of SNR performing close to capacity.

Furthermore, 6G systems will have to support several types of traffic with extremely diverse
requirements, including frame error rate, end-to-end data latency, data block size and transceiver
power consumption. These requirements must be supported by the appropriate forward error
correction techniques. For 5G, the application of polar codes was limited to control channel only,
where small blocks of data are transmitted, due to the following reasons:

Long polar codes require large list size in the successive cancellation list decoder to achieve
reliable performance. This results in a high decoding complexity.

The successive cancellation decoding algorithm and its derivatives suffers from high decoding
latency.

However, small block length polar codes can also provide excellent performance with extremely low
decoding complexity.
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Supporting multiple types of codes results in excessive complexity and power consumption of the
communication hardware. It is therefore highly desired to have a unified coding solution, which
could be adapted to the requirements of various traffic types and block lengths and would facilitate
different decoding approaches depending on the amount of computing power available at the
receiver, affordable latency and target performance.

The crucial parameter which relates the performance and block length for a family of codes is the
scaling exponent. Optimal scaling exponent of 2 is achieved by random codes [68], whereas Arikan
polar codes and LDPC codes achieve an scaling exponent of 3.627 (for the case of the binary erasure
channel) and 3, respectively [39][40]. Polar codes with large kernels were shown to asymptotically
achieve m=2 [26]. Several constructions of polarization kernels are available [36][48]. However, their
practical merits depend on the complexity of the kernel processing (also known as kernel
marginalization) operation, i.e. computing the log-likelihood ratios arising in the successive
cancellation decoding algorithm. In general, the kernel must be carefully optimized offline to
ensure that its processing is simple enough, while its polarization properties are sufficiently good
[60]. It is possible to show that for well-optimized kernels under successive cancellation list decoding
it is possible to obtain both better performance and lower decoding complexity compared to the
codes based on the Arikan kernel [58][61]. Furthermore, it is possible to implement code length
adaptation by employing a family of shortened polarization kernels [62], which admit unified
hardware implementation of the processing algorithm for kernels of different size.

The problem of high decoding latency, which is inherent for the decoding algorithms based on the
successive cancellation approach, can be avoided by employing belief propagation decoding
techniques. This, however, requires one either to transform the factorgraph of the original polar
code [16], or to explicitly optimized the code structure for belief propagation decoding [30].

Further developments in this area may enable the design of a FEC scheme which can be scaled for
different QoS requirements in terms of performance, complexity, and latency.

2.3.7 Access mechanisms in distributed MIMO architectures

One of the promises of 6G is to integrate a wide range of device types into a distributed architecture
to achieve greater network deployment flexibility and coverage.

Cell-free architectures are a candidate for 6G where groups of radio heads or distributed antenna
elements are controlled by a central entity. If the number of antennas in these elements is much
greater than the number of users, then it is referred to as a cell-free massive MIMO network [69].
While cell-free massive MIMO networks provide numerous benefits when compared to traditional
cell-based architectures such as greatly reducing the outage probability, having a shared RAN
between several radio heads and controllers, introduces new challenges in the design of radio
access mechanisms. For example, RAN slicing and resource allocation in cell-based architectures
are centralized optimization problems, whereas they become distributed optimization problems in
cell-free MIMO architectures, which increases their complexity [28].

Furthermore, Reflective Intelligent Surfaces (RIS) are an interesting alternative for network
densification. By being passive elements rather than active, RIS lack several functionalities when
compared to traditional base stations but, in exchange, provide a more flexible, cost-efficient
alternative to eliminate coverage holes. While most of the research on RIS has focused on physical
layer aspects, recent works are now focusing on medium access control (MAC) protocol-layer
aspects to make RIS a reality. For example, [23] is one of the first to tackle the design of access
policies based on the beam sweeping pattern of the RIS, which is needed to cover the area where
line-of-sight to the base station is obstructed. It is observed that appropriate access policies can be
defined based on the knowledge obtained during a training phase, which allows the users to learn
the sweeping pattern and to identify the best time to transmit. However, the training phase must
be carefully designed to avoid excessive overhead.
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2.3.8 Radio access for semantic and goal-oriented communications

The seminal work by Shannon in 1948 set the foundation of modern communication systems by
quantifying the maximum data rate that a noisy communication channel can support [50]. In
Shannon's work, all messages were treated as having equal importance regardless of their semantic
meaning or the underlying application for which communication is used, which sets the final goal
of the communication. This assumption, together with the guarantee that separation of source and
channel coding performs equally as a Joint Source and Channel Coding (JSCC) strategy in the
infinite block-length regime, motivated the split of communication systems into two independent
subsystems: the communication modules (i.e, lower layers of the protocol stack) and the
application itself. This principle has defined the way most communications systems are designed
today, whose main goal has been to reconstruct the messages at the receiver side with the highest
fidelity possible.

Nevertheless, this classic view of cormmunications covers the technical problem of commmunications,
which is considered to be one out of the three levels of communication problems already outlined
by Weiver in the introduction of Shannon's seminal work in 1959 [51]. Therefore, the classic view
neglects the other two levels of problems. The semantic problem focuses on conveying the
semantic content of the information to the receiver, while the individual symbols do not need to be
perfectly reconstructed. The effectiveness problem focuses on achieving the ultimate goal of the
system for which the messages are transmitted. Consequently, the effectiveness problem can be a
new and appealing framework to address use cases of remote control of cyber-physical systems
described above.

As mentioned earlier, the technical problem has been the focus in the design of communication
systems until a few years ago. This is mainly because humans have always been assumed to be the
ultimate consumers of information, and humans inherently address the semantics and
effectiveness problems of coommunication. It is only with the advent of machines with advanced
processing and communication capabilities, along with intelligence (i.e, the mechanisms and
algorithms to make intelligent decisions), that the limitations of focusing only on the technical
problem of communications are being revealed. With machines in fact, fidelity of reconstructed
messages is not necessarily the most relevant criterion to guarantee optimal operation. Consider
for example a robotic application where a robot collects sensing information and sends it to a
central server for processing, after which the output is sent back to the robot. Depending on the
task, e.g, object detection, there are clearly some segments of the sensor information more relevant
for the optimal performance of the task than others, such as areas on the video feed of the robot
where relevant objects lie. An optimal communication system for such a task should be designed
with the awareness of this contextual relevance, as well as the timing requirements of the
application, for example, to prevent the robot to constantly crash against obstacles.

In [29], the design of a Goal-Oriented Communication (GCOCom) system is proposed, where a Goal-
Oriented Encoder (COE) and a Decoder (COD), separated by a wireless channel, are jointly trained
togenerate a task output based on an input signal. Figure 2 shows the general system model, where
the GOE is represented by the function fp, with f being the non-linear mapping parametrized by
learnable parameters 6 and the GOD s represented by a function gy, with g being a non-linear
mapping parametrized by learnable parameters ¢.

Figure 2: Systerm model of GOCom system where x represents the input features, z represents the symbols
encoded by the Goal-oriented encoder (COE) and H is the channel transfer function. Then, Z is the
corrupted symbols by the channel with transfer function H, and y is the decoded output of the Goal-
Oriented Decoder (GOD).
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The framework is general enough to handle any kind of learning task and communication channel,
as long as the task and the channel are (almost everywhere) differentiable functions. Furthermore,
[29] introduced algorithms for both supervised learning and Reinforcement Learning (RL) and
presented the case study of GOCom for image transmission. Within the case study, two
communications systems were designed, the first one focused on an image classification task, while
the second one focused on an RL task. The simulation results showed that the intuition behind
designing specialized communications systems for a particular task indeed holds and GOCom
increases the performance when compared with JSCC, especially in bad channel conditions.
Moreover, it was shown, that for the application of playing the Atari game “BreakOut” with RL, the
agent is extremely sensitive to the distortion of reconstructed signals and fails drastically with a
JSCC strategy, while by using our GOCom approach, the communication system effectively focuses
on the relevant parts of the transmitted information.

Many other examples exist for the joint design of application and communication system in the
context of JSCC [15], Sematic Communications [66], or Goal-Oriented Communications [41]. While
all of them show great potential, the question of how to integrate such systems in current
communication systems, which are based on the separation of source and channel coding
principle, remains an open challenge with very little contributions up to this point. In [47], authors
propose the inclusion of a “transversal” semantic layer across the protocol stack to exchange
semantic information and enable such new ways of communication. Another example is given in
[34], where instead of a transversal layer, a semantic layer is introduced at the application level. This
layer is in charge of communicating with the physical layer of the communication system to
exchange relevant information related to the transmitted information, as well as algorithmic
information to semantically process the application data before transmission. Other solutions are
being currently proposed [17][55], but they all require i) extensive modification of the protocol stack,
and ii) the exchange of proprietary information, in particular raw data and algorithmic information,
between application and communication system. These limitations make it impractical to
implement such systems within current commercial communication and networking systems
such as 3GPP.

To overcome these limitations, it is possible to include a pair of functions in the data plane of the
MAC layer, called Extract (at the transmitter) and Combine (at the receiver). The job of the Extract
function is to extract the payload of ICC applications from the upper-layers headers, so the payload
can be transported directly to the resource mapping function of the physical layer, while the
headers are sent through the standard path, i.e., the standard PHY layer functions are applied to the
headers, since they represent unstructured data and need to be encoded and modulated. At the
receiver side, the Combine function collects the received payload information, along with the
headers, and combines them into packets to be delivered at higher layers. Figure 3 shows the data
plane diagram including the pair of new functions.
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Figure 3: Data plane including Extract/Combine functions.
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Note that the implication of treating the information coming from semantic applications in this way
is that, effectively, the application is in charge of generating the baseband 1/Q symbols to be
transmitted over the radio access. A new type of scheduler is necessary to accommodate this new
type of information and guarantee a certain Quality of Service (QoS) for such applications. Such a
scheduler needs to be designed with the objective to allocate a certain number of resource
elements (in time, frequency and/or space) per second for each user, given a certain expected SNR.
Such information is user-dependent and would need to be provided by the user to the
communication system at, for example, session establishment.
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3. Next Generation MIMO

The introduction and evolution of multi-antenna techniques in 4G and 5G have significantly
boosted spectral efficiency. However, information theory shows that wireless network capacity can
be increased indefinitely by adding more antennas, either co-located or distributed over the service
area. In practice, this raises numerous technical challenges. This section explores some promising
trends in next-generation multi-antenna systems.

3.1 Fundamental MIMO gains

Multiple antennas offer several fundamental advantages, but these benefits depend heavily on
various factors: the accuracy of channel state information at the transmitter and/or receiver, the
propagation environment (e.g., multipath richness and path loss), the link type (point-to-point vs.
multi-user), and the degree of cooperation between antennas—i.e., whether joint processing of
transmitted or received signals is possible. The design of MIMO solutions must be tailored to the
specific deployment scenario, as there is no universal approach. Practical constraints must always
be taken into account, and careful attention must be paid to the trade-offs between the different
types of MIMO gains, which include the following.

Array gain — By coherently combining the signals of M antennas (no matter what antenna distance
and whether the antenna is operated in transmit or receive mode), the SNR can be improved by at
most 10 - log10(M) dB. This upper bound is achieved by maximum ratio combining. It is reasonable
to distinguish between array gain and beamforming gain, although they are often used
synonymously. Array gain typically denotes the improvement of the average SNR when using M
antennas, corresponding to a horizontal shift of the performance curves plotted versus the SNR in
dB. For pure LoS channels, this is identical to the beamforming gain. However, for fading channels
with rich scattering, beamforming provides an additional diversity gain through reduction of SNR
variation.

Multiplexing and multiple access gain — A fundamental benefit of coherent antenna combining is
the ability to eliminate interfering signals, by controlling the antenna weights such that
superimposing wave fronts cancel out for certain channels. This is exploited in different ways, e.g.
for space division multiple access (SDMA) in case of multi-user channels, or for spatial multiplexing
in case of point-to-point channels. A typical assumption in this context is that the number of signals
is not greater than the numlber of antennas at transmitter or receiver side. With an M-antenna array
one can separate up to M signals without interference. It should be noted, however, that there is a
fundamental trade-off between maximizing SNR and separating signals. Certain channel
constellations can even lead to SNR losses up to the cancellation of the desired signal. This can be
avoided, though, by combining multi-antenna processing with scheduling. The multiplexing gain
is defined as the asymptotic slope of the (sum) spectral efficiency vs. SNR in dB (for a given error
probability).

Antenna diversity gain — Multipath propagation spread in the angle domain is causing small scale
fading over space. If the antenna distances are sufficiently large, then each antenna experiences a
channel that is uncorrelated with those of other antennas. This is exploited by transmitting or
receiving redundant information in parallel via multiple antennas and merging it at the receiver.
Therefore, antenna diversity makes the channel robust against fading. The diversity gain is defined
as the asymptotic slope of the (average/maximum) error probability vs. SNR in dB (for a given
spectral efficiency).

A further fundamental benefit of using multiple antennas is the ability to estimate the spatial
direction of incoming signals or multipath components. Estimating the so-called angle-of-arrival
(A0A) is of major importance for modern positioning and localization techniques. This approach
complements Time-Difference-of-Arrival (TDoA) based techniques, which are constrained by tight
requirements on time synchronization between base stations. The achievable spatial resolution of
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the signal components is improved by increasing the number of antenna elements and the
aperture of the array.

While the SNR gain is independent of the inter-antenna distance, antenna diversity generally
benefits from placing the antenna elements far away from each other, which decorrelates the
fading observed at each antenna. Likewise, multiplexing and multiple access benefit from a spatially
distributed arrangement of antennas. This improves the so-called “channel rank” and helps to
separate signals in space. If cooperative antennas are distributed over several base stations, then
this is known as Cooperative Multipoint (CoMP), which has the added benefit to be effective against
shadow fading (macro diversity). Moreover, it avoids the cell-edge effect through base station
cooperation. The CoMP advantage comes at the cost of increased signalling overhead for
exchanging CSI and for jointly processing the distributed signals.

Since MIMO gains depend on the number of jointly processed antenna elements and the aperture
of the array, the trend is towards ever larger arrays, either co-located (so called “massive MIMO" [1])
or distributed over the service area. The distributed MIMO (D-MIMQO) technology has been discussed
for 15 years (see e.g. [2]) and gained recently renewed attention within the context of cell-free
massive MIMO [3]. For 6G, the concept of multiple D-MIMO arrays, termed modular massive MIMO
(MmMMIMO) [4], is introduced. This comprises structured D-MIMO and several variants of CoMP,
including joint transmission (JT) as special cases. Prototype implementation as well as
standardization steps are illustrated in [4].

3.2 MIMO channel modelling

Channel modelling is a fundamental step in the modelling of any wireless cormmunications system
since it determines to a certain extent how close to reality the results obtained are and therefore
the conclusions derived from them. Specifically, for high frequencies where the wavelength is quite
small, the modelling of the MIMO channel becomes more challenging since even imperfections on
the surfaces of building structures or objects may affect signal propagation.

In this context, several MIMO-centric channel models have been designed. Some of them are listed
below. These models cover the frequency range up to 100 GHz. Note that, the modelling of THz and
sub-THz channels >100 GHz poses another challenge due to the special propagation properties in
the THz spectrum, which behaves similar to optical channels. This is discussed separately in Section
1.

3GPP [5]: The model proposed by the 3GPP is valid for frequencies between 0.5 CHz and 100
GCHz. The scenarios supported by the model are urban micro-cell street canyon, urban
macro-cell, indoor office, rural macro-cell and indoor factory [6]. The model also supports
mobility and spatial consistency.

METIS [7]: Different channel model approaches are provided (map-based model, stochastic
model and hybrid model). The frequency range considered goes form 2 GHz to 60 GHz.

MMMAGIC [8]: The model is based on the 3GPP model. It is focused on the modelling of the
frequency dependence of large-scale parameters, ground reflections, intra clusters
parameters, small scale fading, blockage, and building penetration, among others.

NYU Wireless [9]: It is a statistical spatial channel model. Multiple measurement campaigns
were conducted on frequencies ranging between 28 GHz and 73 GHz for indoor and outdoor
environments. Omni-directional and directional antennas are considered.

QuaDRIGA [10]: The model considers quasi-deterministic extensions to support spatial
consistency and tracking of users. Extensive radio channel measurements in the 6-100~GCHz
range were taken to parameterize the model.
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[EEE 80211ad/ay [11]: These semi-deterministic models are based on ray-tracing techniques.
They are focused on short range communications for scenarios such as conference rooms,
cubicles and living rooms at 60 GHz. For the modelling of propagation losses, the specular
components are calculated by ray-tracing algorithms, and the components due to
diffractions, diffuse scattering and transmission are aggregated in a stochastic way. Human
blockage is also considered in terms of blockage probability and blockage attenuation.

MIWEBA [12]: It consists of a quasi-deterministic channel model for 60 GHz. The model
focuses on university campus, street canyon, hotel lobby, backhaul, and D2D scenarios and
addresses several challenges such as spatial consistency and shadowing.

3.3 Electromagnetic Signal and Information Theory (ESIT)

Electromagnetic Signal and Information Theory (ESIT) is an emerging interdisciplinary framework
to evaluate the fundamental limits of wireless communications by integrating deterministic
electromagnetic (EM) wave theory, statistical information theory and signal processing in order to
develop electromagnetically consistent communication models. To meet the immensely higher
data rate needs, reliability, and traffic demands in the 5G-Advanced/6G era, novel communication
frameworks are rapidly emerging to fully utilize the EM waves, including for reconfigurable
holographic surfaces, intelligent reflecting surfaces, extremely large antenna arrays, orbital angular
momentum (OAM) multiplexing, stacked/flexible intelligent metasurfaces, etc., jointly using
techniques from information theory such as random field modeling while utilising probabilistic
measures for the functional space containing all possible EM fields that satisfy Maxwell's equations,
and enhancing the performance of such a system with the use of signal processing tools such as
from compressed sensing and convex optimisation fundamentals. It is expected that ESIT will bring
new theoretical analysis and system design paradigms to the future wireless communications,
pushing the limits of conventional communication models.

As the number of antennas in an antenna array increases, the antenna distance decreases for given
space constraints, and at the same time, mutual coupling among them tends to increase. Mutual
coupling influences the transmit power as well as the spatial noise correlation. Improved hardware
models — in particular circuit theoretical methods have been developed [13][14], leading to a
systematic framework [15] to achieve the best performance taking mutual coupling into account
(see Figure 4). This framework is advantageous, because it maps between the typical information
theoretic model and the circuit model, which enables the reuse of existing algorithms. Various
aspects of such a system were analysed, including reciprocity [16]. Furthermore, the framework can
be used in the design of the antenna array and of other analog components, where it is important
to have good simulation or measurement results of the array impedance matrix and its radiation
patterns. The design of decoupling and matching networks (DMNSs) for such systems is essential,
because the number of elements to realize a DMN grows quadratically with the number of
antennas in general [17]. The design of two-port matching networks at the receiver, where their
number of elements only grows linearly with the number of antennas was considered in [18][19].
Two new classes of power amplifiers, class M and class N, were introduced in [20] to improve their
power efficiency by energy recycling. Smaller than half a wavelength antenna spacing can be
promising, because it enables super-gain, meaning an array gain larger than the number of
antennas. Depending on the scenario, super-gain is also achievable with antenna spacing larger
than half a wavelength. For example, array directivity approaches the number of antennas squared
in a ULA consisting of isotropic radiators transmitting into endfire direction as the antenna spacing
goesto zero [15]. For a given super-directivity, the gain also depends on the radiation efficiency, and
good efficiency requires a well-designed DMN. Prototypes consisting of UCA with 3 to 4 antennas
with antenna spacings smaller than half a wavelength and a wideband DMN were demonstrated
in [21], where the measured results are close to the simulation results.
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Figure 4: Circuit model in the downlink

3.4 MIMO transceiver design

Although massive MIMO is a promising technology, it comes with a cost of increased number of
circuit components and hence increased energy consumption and signalling overhead. Note that,
for massive MIMO antenna arrays, the design of fully digital transceivers implies as many RF chains
as antenna elements. Therefore, the research community has shown some reluctance to embrace
all-digital solutions, even though they are much more flexible and, in many cases, more powerful.
This motivates the development of low-power fully digital approaches (e.g. at mmWave bands [22]).
Such techniques, for example, are based on low-resolution data converters, use of constant
envelope transmit signals and hybrid beamforming, as an alternative for a fully digital approach. As
the focus was on decreasing the energy consumption at the receiver side, where the most power
consuming elements are the analog-to-digital converters (ADCs), the achievable rate limits of
communication systems employing low-resolution ADCs were studied first [23]. The analysis of a
communication system with low-resolution ADCs is extended to the power efficiency afterwards
[24]. At the transmitter side, the power amplifiers (PAs) are the most power consuming elements
and constant envelope transmission is optimal for the PA’s efficiency. One way to implement
constant envelope transmit signals is to employ 1-bit digital-to-analog converters (DACs). The
distortions due to the quantization at the DACs are considered in precoder design [25]. Numerous
precoding techniques to improve the achievable rates (or to decrease the error rates) have followed
after:some focused on developing a nonlinear precoder for the 1-bit quantization case [26][27], some
on providing nonlinear and linear precoders for constant envelope signalling [28] and some have
offered linear and nonlinear precoding techniques for the systems with uniform DAC quantization
[29]. Also, works such as [30][31][32] provided an analysis of energy and spectral efficiency for the
digital and hybrid beamforming systems employing low-resolution ADCs. Implementations based
on low-resolution data converters (or constant envelope signalling) are promising for energy-
efficient deployments of massive MIMO in 6C.

3.5 Line-of-sight (LoS) MIMO

In MIMO channels mainly dominated by a line-of-sight (LoS) path, spatial multiplexing gain can be
extracted provided that the channel hasaranklarger than one. However, the rank strongly depends
on the regime where the antenna array is operated, namely the near-field or the far-field. The near-
field applies if the distance between an antenna array and the corresponding communication
device is smaller than the so-called Fraunhofer distance, which depends on the aperture of the
antenna array and the used carrier frequency. For a fixed aperture of the antenna array, this distance
scales proportionally to the carrier frequency; hence, at high frequency bands, the probability of
operating in the near-field increases substantially with such an array. Since in the near-field the
spherical model of the radio waves applies (as compared to the planar model in the far-field), this
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givesrise to linearly independent propagation paths, which set the basis for increasing the channel
rank.

The LoS MIMO performance should be optimized by proper antenna placement at Tx and Rx arrays.
As the optimum antenna placement is a function of the distance between each Tx-Rx antenna pair,
the performance of LoS MIMO systems is susceptible to variations in the Tx-Rx distance and to
misalignments of the arrays, e.g., due to rotation or tilting of the arrays. However, the capacity of a
tilted array is determined by its projection onto the plane perpendicular to the line between the Tx
and Rx arrays. Considering this, let us assume an Rx uniform circular array (UCA) facing that plane,
but that the Tx array is tilted with respect to that plane. To compensate the effect of the tilt, the aim
is to place the Tx antennas on the tilted Tx array plane, such that their projection on the plane
perpendicular to the line between the Tx and Rx arrays results in an equivalent Tx UCA. For example,
to compensate a Tx array tilt of -60 degrees, the antennas on the tilted Tx array plane should be
located on an ellipse (see dashed green ellipse corresponding to subarray 1in Figure 5 below), such
that its projection on the plane perpendicular to the line between the Tx and Rx arrays corresponds
to a UCA with optimum diameter. Based on this, the Tx array can then be designed to consist of a
set of concentric elliptical subarrays, so that the projection of each subarray on the plane which is
perpendicular to the line between the Tx and Rx arrays corresponds to a Tx UCA of optimum
diameter (Figure 5a). Hence, depending on the tilting angle of the Tx array, a different subarray can
be selected to compensate the capacity loss arising at different array tilts [33], e.g., as shown in the
example with 5 subarrays in Figure 5b. In addition, although a tilted array can be detrimental at a
fixed transmit distance, the tilting of an array can be leveraged towards improving the capacity of a
system operating over varying Tx-Rx distances [34].

Furthermore, non-uniform array design of the Tx and Rx array, i.e, with unequal spacing between
neighbouring antennas, can be considered as well to increase the robustness of LoS MIMO systems
over varying Tx-Rx distances and tilts, by leveraging the flexibility in the placement of the antennas
and configuration of the array geometry [72].
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Figure 5: (a) Example of R = 5 subarrays in different colours that can compensate different tilts at a fixed Tx-
Rx distance of 53.8 m. A grid of antennas can also be used to approximate different subarrays. (b)
Performance enhancement by selecting different subarrays at different tilting angles

3.6 Multiuser MIMO

While the capacity and optimal transmission strategies for a point-to-point MIMO link are well
understood, the situation becomes significantly more complex in multiuser MIMO networks—often
referred to as “network MIMQ". Certain special cases, such as the MIMO uplink and downlink, are
well studied and characterized. However, for general interference channels, the capacity region
(and thus the optimal transceiver design) remains unknown. In a network of access points—
potentially meshed or cell-free—numerous design degrees of freedom arise. These include the
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selection of distributed TRPs for transmission and reception, the level of cooperation among nodes,
the availability and exchange of channel state information (CSl), the communication mode (unicast
or multicast [35]), the link type (sidelink or infrastructure), and resource allocation strategies such as
scheduling. MIMO is central to all these decisions and must be carefully integrated into the overall
system design.

A Kkey challenge in this context is the joint optimization of multiuser MIMO precoding, combining,
power allocation, and scheduling. Scheduling aims to orthogonalize users across frequency and
time to mitigate interference, while power control seeks to meet rate requirements efficiently.
However, such joint optimization is generally NP-hard, and developing scalable, near-optimal
solutions often remains an open research problem-—especially in distributed, cell-free architectures.
Some approaches for localized precoding are discussed in [36].

3.7 Cell-free massive MIMO

Network densification is a key enabler for 6G services targeting extreme area spectral efficiency and
ultra-low latency [37]. Historically, this trend has driven the evolution of architectures such as CRAN
and smalls, often combined with decentralized MIMO connectivity. However, these systems still rely
on a conventional cell-centric paradigm. As deployment density increases, cell-based architectures
face diminishing returns due to frequent handovers and signaling overhead, eventually reaching a
saturation point where further densification no longer improves area capacity [38]. This limitation
motivates a shift toward cell-free architectures, where user equipment (UE) moves seamlessly
through a geographically distributed array of radio units without encountering cell boundaries. Cell-
free massive MIMO merges the strengths of distributed antenna systems with those of massive
MIMO. Its core principle is to eliminate cells entirely by deploying a large number of distributed
access points (APs), all coordinated by a central processing unit (CPU) to jointly serve users across
the coverage area. Compared to co-located massive MIMO, cell-free networks provide more
uniform service quality, leveraging macro diversity from spatially distributed antennas to ensure
consistent connectivity for all users.

To enable scalability, the user-centric dynamic cooperation clustering (DCC) scheme was
introduced in [39], allowing each UE to flexibly connect to a subset of nearby access points (Aps) in
a fully flexible manner. In [40], a less restrictive scalability was defined to include more systems, and
several clustering approaches and resource allocation technigques were compared. The
performance analysis of cell-free massive MIMO systems for different fading channel models [41][42]
vields the general conclusion that it can achieve a huge performance gain in a variety of scenarios.
Also, the energy efficiency of cell-free massive MIMO is shown to improve by approximately ten
times comypared to cellular massive MIMO [43][44]. Therefore, cell-free massive MIMO has become
one of the most promising technologies in 6G wireless networks and has attracted extensive
research interests from both academia and industry [45]. In the context of cell-free MIMO, well-
established system procedures, like CSI acquisition, or pilot design, need to be revisited. A central
challenge is to find a good compromise between centralized designs and scalable distributed
designs. Good recent overviews are given, e.g., in [46][47].

3.8 Reconfigurable intelligent surfaces

Reconfigurable intelligent surfaces (RIS) are emerging as a potential key technology for beyond 5G
systems. RIS represent low-cost wireless planar structures with reconfigurable properties for
reflection, refraction, transmittance and absorption of impinging electromagnetic waves, which
may be implemented by either purely passive or by (some) active components plus a
corresponding controller for their configuration. Note that RIS is also known under the term
“Intelligent Reflecting Surfaces” (IRS), which was introduced firstly, but has been replaced by the
new term RIS, since their properties now go beyond the sole functionality of reflecting an impinging
signal.
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The works [48][49] tackled the channel estimation problem for RIS; nonetheless, the required
training overhead scales proportionally to the number of RIS antenna elements, limiting the
applicability of these schemes in practice. This is due to the fact that an RIS is very likely to have 100s
or even 1000s of antennas. Later works, e.g., [50][51] have developed channel estimation schemes
with limited overhead. In particular, [51] proposes to group RIS antennas together and to use fixed
DFT coefficients for each RIS antenna group for channel probing, while a linear MMSE estimator
exploiting the channel’s spatial correlations is used at the UE to estimate the RIS channel. This has
the effect of reducing the effective RIS channel dimension.

Going beyond the work in [51], which uses fixed RIS configuration parameters for the channel
estimation, we propose in [52] to optimize those RIS configuration parameters with the aim to
minimize the channel estimation MSE or sum MSE in a system with multiple RIS. The optimization
exploits spatial correlations of the channel between RIS and UE as side information and is based on
an alternating optimization and projected gradient descent framework. The final result is the
forming of RIS beams for channel estimation that direct the pilot signals into the eigenspace of the
RIS channel's spatial correlation matrix containing highest power. Numerical results show superior
channel estimation and data rate performance compared to the method in [51].

The circuit theoretic models discussed in Section 3.3 can also be applied to systems with RIS [53]. A
circuit model is well suited to characterize the tuning circuits of the RIS elements (e.g. based on PIN
diodes), as well as for the mutual coupling of the RIS unit cells. Such a model shows that when the
phase of the unit cells is tuned, not only the phase of the reflection coefficient changes, but also its
amplitude. Further, it enables to characterize the behaviour of the RIS more accurately.

The use of RIS in industrial indoor scenarios is highly promising, since favourable deployment of
multiple RIS along the ceiling of a factory hall can provide LoS-like links to a UE positioned anywhere
on the shop floor, thus yielding a homogeneous illumination inside the factory hall with a limited
number of access points. The homogenous illumination is of supreme importance for facilitating
industrial l1oT communication, characterized by data transmission with high reliability under low
latency constraints, ie, URLLC type of service. In [54], we have investigated the achievable
performance of industrial 0T services in RIS-enhanced factory deployments in the cm- and mm-
wave frequency bands. It has been shown therein that the use of RIS can provide the homogeneous
illumination for the whole range of frequency bands considered, given that the RIS are properly
dimensioned, while capacity gains become more prominent with increasing the carrier frequency.
Moreover, the use of (mainly) passive components in RIS and the comparatively inexpensive
materials needed for RIS production allow for greener solutions of the wireless infrastructure in
factories to yield homogeneous illumination, compared to a deployment based on (active) access
points only. This problem has been subject of our investigation in [55], where a carbon footprint
analysis has been carried out for an RIS-enhanced deployment compared to an infrastructure of
access points only, yielding a reduction of the carbon footprint (considering production as well as
use phase) by up to 66% (factor 3).

3.9 Security, resilience and reliability

Related to next generation MIMO, the physical layer security concepts, which exploit the spatial
domain to generate novel security paradigms, are of major interest. Security and privacy issues raise
increased interest, because other than inheriting vulnerabilities from the previous generations, 6G
has new threat vectors from new radio technologies, such as the exposed location of radio stripes
in ultra-massive MIMO systems and attacks against pervasive intelligence. Physical layer protection,
deep network slicing, quantum-safe communications, artificial intelligence (Al) security, platform-
agnostic security, real-time adaptive security, and novel data protection mechanisms such as
distributed ledgers and differential privacy are the top promising technigues to mitigate the attack
magnitude and personal data breaches substantially. The survey [56] identifies security preservation
technologies in the physical layer, the connection layer, and the service layer as the pillars of 6G
networks. In the overview paper [57], PHY security is explicitly mentioned as a sixth generation (6G)
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enabling technology (quote: “The strongest security protection may be achieved at the physical
layer”).

Also, Massive MIMO is beneficial for Secret Key Generation. Channel reciprocity-based key
generation isan emerging physical layer-based technique to establish secret keys between devices
[58]. A number of technical challenges in the channel reciprocity-based secret key generation
driven by different duplex modes, massive MIMO and mmWave communications, and prototypes
in loT networks were approached in recent studies. An algorithm to generate pairwise secret keys
in massive multi-user MIMO networks is derived in [59], which exploits the spatially correlated
structure of the underlying massive MIMO channels. In [60], a two-band multiple-antenna loop-
back key generation algorithm is presented which solves the major issues of imperfect channel
reciprocity, nearby attack, and high temporal auto-correlation.

3.10 Energy and cost efficiency

Energy and cost efficiency are key design principles for future MIMO implementations (see e.g. [61]).
At the transceiver level, this can be achieved by hybrid analog-digital design and low-resolution
data converters (or constant envelope signalling), as discussed above. In the future, energy
efficiency is expected to become increasingly important in the context of network MIMO. For
example, distributed MIMO designs based on local measurements and signal processing require
less signalling overhead (and thus energy consumption) than centralized processing of all signals.
However, distributed designs typically come at the cost of reduced data throughput and it is
important to strike the right balance. Moreover, realistic, up-to-date energy models are required to
properly evaluate all factors involved. While most studies focus on the energy radiated by the
antennas, the bigger part of the total energy budget is actually consumed by the hardware (e.g,,
coolers and circuit energy consumption) [62]. Intelligent adaptation based on learning techniques
can help the system self-optimize for energy efficiency. For example, parts of the network
infrastructure can be dynamically switched off and on (sleep mode), depending on the traffic and
service requirements. Furthermore, other design parameters can be considered, including
renewable resources and energy harvesting as an integral part of the network.

A heuristic, greedy transmit-receive point (TRP) switch on/off strategy was proposed in [63][64], and
its performance was evaluated through numerical simulations in terms of achievable data rates and
energy efficiency across varying numbers of active TRPs. The analysis assumes that all or most TRPs
are connected to a central processing unit (CPU) via fronthaul links, as illustrated in Figure 6. This
centralized architecture enables coordinated joint processing across all served user equipment
(UE), while mitigating the costs associated with deploying and maintaining large numbers of access
points (APs). User association, as well as power and pilot allocations, are performed on a per-user
basis. Figure 7 presents the simulation results, where the proposed greedy TRP activation strategy
is compared to a baseline random on/off strategy. Additionally, both approaches are benchmarked
against a conventional multicell massive MIMO scheme featuring uncoordinated TRPs.

The results in Figure 7 demonstrate that the cell-free (CF) architecture based on coordinated TRP
cooperation consistently outperforms the multicell massive MIMO approach—achieving higher
data rates (shown with hollow markers) and improved energy efficiency (solid markers).
Furthermore, the greedy switch-off strategy yields substantial performance gains over the random
approach. These gains are especially pronounced in the CF-M-MIMO scenario, where intelligent TRP
deactivation can preserve overall system performance by leveraging spatial diversity and
cooperation among neighboring TRPs to offset the rate losses typically associated with switching
off individual TRPs.




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

Reg. CF-M-MIMOC vs Multicell M-MIMO, NAP=64 NUE=1= P\ND=D= K=84 users
'50 Hollow markes: rate [lefty) | o | I ‘ I o /LEfI\,/‘J‘ 6
Solid markers: EE (right-y) ¢ * ® e o o
140 » 1.4
L -
—_ - _
21207 . A 12
=]
=
Q100 - == ey — T — — — — 1 T
2 E
= [=}
g 0g B
@ 80 . 0.8 %
a » i}
o 60 5 §0.6 L
[=))
o
$
40 - 0.
< * © - Greedy Regular CF-M-MIMO
—&— Random Regular CF-M-MIMO
20 o€ Greedy Multical M-MIMO 0.2
—+&— Random Multicell M-MIMO
0 ‘ . . . [ 0
2 4 (] 8 10 12 14 16 18 20
Number of active TRPs
Figure 6: Dense Urban scenario according to ) ) ) o
with BS sites coordinated through a CPU. Figure 7: Rate (right y-axis) and spectral efficiency (left
y-axis) of Regular CF-mMIMO vs Multicell Massive
MIMO.

3.11 Conclusion and connection to other topics

MIMO-based technologies have played a crucial role in the success of 4G and 5G. But MIMO has not
yet reached the limits of its full potential. As we move toward 6G and beyond, new challenges and
opportunities continue to emerge The performance and scalability of MIMO in future networks will
strongly depend on architectural choices (e.g. CRAN vs meshed), fronthaul-backhaul capabilities,
radio frontend constraints, as well as the targeted frequency bands.

For THz and sub-THz frequencies, discussed in Section 1, implementing distributed coherent MIMO
poses significant challenges. Achieving fully coherent base station coordination at these
frequencies demands extremely precise timing and synchronization, which is difficult to realize in
practice. As a result, non-coherent combining technigues emerge as a promising alternative.

The MIMO principle is also closely related to Non-Orthogonal Multiple Access (NOMA), which has
been extensively studied for 5G [65], and discussed in Section 2. However, NOMA needs to be
reinvestigated for a user-centric cell-free MIMO architecture. This holds in particular for novel grant-
free or unsourced random-access approaches [66][67], that are required to support the huge
number of devices in the future. Also, rate-splitting approaches, which are well-known from
information theory [68], have recently regained significant interest for MIMO downlink
communication [69] and other applications. In this case, the simultaneous transmission of common
and private messages requires efficient algorithms for joint multicast and unicast beamforming.
This may also be combined with advanced nonlinear precoding methods based on dirty paper
coding [70][77].

The term "Next generation MIMO" stands for the development of spatial signal processing in a
system context. In this section, some aspects have been discussed, but the selection is in no way
complete. More aspects will be discussed in other sections, e.g., the use of MIMO for Integrated
Sensing and Communications in Section 5.
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4. Cooperative Connected and
Automated Mobility (CCAM)

The advancement of transportation systems is increasingly driven by the integration of automation,
wireless connectivity, and cooperative intelligence, which together form the basis of Cooperative,
Connected, and Automated Mobility (CCAM). At the core of CCAM is Collective Perception (CP) [73]
—the capability for vehicles and infrastructure to exchange sensor data, contextual information, and
intent in real time. This collective exchange creates a shared awareness of the traffic environment
that far exceeds what any single entity can achieve, paving the way for more informed, coordinated,
and proactive decision-making.

Despite advancements in automated driving (Levels 2-4) and Vehicle-to-Everything (V2X)
communication technologies [74], challenges persist in both automation and communication:
fragmented sensing, narrow field of view, and a lack of coordination between agents, which hinder
the scalability and reliability of safety-critical functions like navigating intersections, managing
vehicle platoons, detecting vulnerable road users (VRUs), and coordinating across different
transport modes.

CCAM, powered by CP, addresses these issues by enhancing situational awareness and enabling
cooperative behavior among heterogeneous road users. The transformative potential of CCAM and
CP becomes especially evident when applied to key use cases (namely, intersection management,
platooning, VRU protection, and multimodal transportation). In this section, we provide a brief
summary of the key use cases enabled by CCAM and discuss how upcoming 6G technologies could
lead to their successful deployment.

4.1 Key Use Cases enabled by CCAM

CCAM can address several use cases aiming at supporting vehicles and drivers in a diverse set of
environments, spanning from urban intersections to highway lanes. Different groups can be
identified, as outlined in the following.

4.1.1 Intersection Management

With intersection management, CCAM optimizes traffic flow at intersections through real-time
communication between vehicles and infrastructure using techniques such as:

Green Light Optimal Speed Advisory (GLOSA): Adjusts vehicle speeds to synchronize with
traffic signals, reducing congestion and emissions.

Virtual Traffic Lights: Replaces visual signals with V2X coordination, minimizing stops.
Roundabout Navigation: Al-driven systems predict vehicle trajectories for smoother
navigation.

4.1.2 Platooning

In platooning, closely spaced vehicle groups communicate to maintain formation, improving
aerodynamics and fuel efficiency, such as in:

Cooperative Adaptive Cruise Control (CACC): Uses V2X to enhance synchronization among
cars in the same platoon, addressing "string instability."
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Urban Platooning: Extends platooning to low-speed urban traffic, coordinating with
infrastructure (e.g,, traffic lights).

4.1.3 Vulnerable Road User (VRU) Protection

CCAM can enhance safety of Vulnerable Road Users (VRUs), such as pedestrians and cyclists,
through:

Passive VRU Detection: Uses onboard sensors or infrastructure-based CP aiding vehicles to
detect VRUs and take preventive measures for minimizing safety risks.

Active VRU Devices: Wearables or smartphones share location/intent via V2X to signal the
presence of VRUs to neighboring vehicles.

4.1.4 Multi-Modal CCAM

Multi-Modal CCAM integrates diverse transport modes (e.g., shuttles, drones, robots) for seamless
mobility. The integration of multi-modal transport systems, such as automated shuttles, trams,
trains, drones, and robots, is an exciting frontier for CCAM. A connected, seamless system would
allow various modes of transportation to operate in concert, improving overall efficiency and
mobility.

4.2 Enabling Technologies for 6G-Powered CCAM

The presented use cases demand for fast and reliable connectivity which cannot be meet by current
wireless standards. For this reason, CCAM applications will greatly benefit from novel technologies
and solutions that are expected to become an integral part of future wireless networks in 6G and
beyond. In the following, we summarize the key enabling technologies for development of CCAM
systems.

4.2.1 Novel Communication Techniques

Novel coommunication techniques that are expected to be part of 6G and beyond mobile networks
have the potential to improve vehicles' connectivity and support seamless data exchange among
vehicles and road infrastructure:

Full-Duplex (FD) enables simultaneous transmission and reception in the same band,
improving latency and capacity. FD proved to be greatly beneficial for (unacknowledged)
broadcast traffic, e.g.,, cooperative awareness and basic safety messages for which packet
losses may detrimentally affect the safety of vehicles.

Reconfigurable Intelligent Surfaces (RIS) dynamically shape wireless environments to
enhance coverage and mitigate blockages. By leveraging metasurface elements capable of
reconfiguring the phase, amplitude, and polarization of incident electromagnetic waves. RIS
can enhance signal coverage, mitigate blockages, and facilitate reliable connectivity in non-
line-of-sight (NLOS) conditions.

Terahertz (THz) Bands offer a vast amount of available spectrum, spanning from 0.1to 10 THz,
which can dramatically boost the communication performance, achieving data rates in the
order of terabits per second. This makes THz communications a good candidate for
supporting CCAM applications requiring the transmission of large amount of real-time data,
such as sensor information, 3D maps, video and Lidar streams.
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4.2.2 Integrated Sensing and Communication (ISAC)

Integrated Sensing and Communication (ISAC), discussed in detail in Section 5, combines sensing
with communication signals for efficient resource use. The convergence of communication,
sensing, and localization isemerging as a key paradigm of future 6GC vehicular networks. In fact, the
need for robust situational awareness, seamless automation, and high-precision positioning is
driving the evolution from traditional data-centric communication systems toward integrated
platforms capable of simultaneously exchanging information, sensing the environment, and
determining relative and absolute positions. ISAC plays a central role in this transformation by
leveraging advances such as massive MIMO, wideband waveforms, and operation at mmWave and
sub-THz frequencies to extract sensing information from communication signals, thus enabling
spectrum reuse and more efficient resource management. Complementing ISAC, environmental
mapping and high-accuracy localization are essential to support advanced CCAM functionalities—
especially in GNSS-denied environments such as urban canyons or tunnels, or in applications like
platooning and coordinated maneuvers, where sub-meter accuracy and high availability are critical.

4.2.3 Machine Learning and distributed Al

InV2X environments, distributed Al approaches can be of value in a number of ways. By transferring
the Al logic closer to the data generation, data privacy can be preserved. This is crucial in cases
where highly sensitive or private information, such as vehicle location, driving behavior, or personal
data, may pose restrictions in data exchange. Secondly, distributed solutions could significantly
reduce signaling overhead by performing computations locally at the edge, decreasing the amount
of data exchanges, while optimizing the use of available network resources. This benefit could be
further highlighted, in high density urban traffic scenarios, where the communication channel
occupancy increases proportionally to the number of computing devices. Furthermore, distributed
Al methodologies facilitate on-vehicle decision-making processes based on locally accessible
information, thereby addressing latency requirements in safety-critical systems such as collision
avoidance, autonomous driving, and real-time traffic management. Faster and more adaptive
responses are especially beneficial in V2X environments, where delays in data processing could
compromise the safety and efficiency of the system. Figure 8 shows the benefits of a machine
learning based solution implementing Predictive QoS (i.e,, using DNN to predict uplink throughput
as described in [75]) in terms of throughput prediction error (mean absolute error) with an
increasing noise introduced during the testing.
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Figure 8: Benefit of Predictive QoS in estimating V2| throughput.
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4.2.4 Digital Twins

Digital Twins (DTs) can simulate, predict and analyze the behavior of their real-world counterparts,
thus facilitating and improving functionalities such as real-time monitoring, predictive
maintenance, optimized design, and proactive decision making in several sectors. In CCAM systems,
DTs can be instantiated at different granularity levels: ranging from DTs of road infrastructure, to
DTs of vehicles and drivers. DTs of road environments are based on real-time and historical data
gathered through invehicle sensors and roadside infrastructure, including cameras, GPS, LIDAR,
and environmental sensors. They can model road networks, traffic signals, and environmental
conditions (e.g., weather, visibility) and help operators simulate traffic flows, assess road wear, and
plan maintenance with minimal disruptions.

4.3 Challenges and Future Directions

While 6G technologies promise transformative gains, the implementation of CCAM use cases is still
hampered by severe challenges, including:

Localization Errors, prominent in GNSS-denied environments, which require alternative and
robust solutions (e.g., enhanced sidelink positioning).

Security, which is key for protecting CP systems from adversarial attacks and ensuring data
privacy.

Standardization efforts are needed for harmonizing technical solutions, such as ISAC, RIS,
and AlI/ML frameworks, across multiple stakeholders and facilitating the adoption of CCAM
solutions.

Future research within one6G WI CCAM will focus on advanced CP methods [76], scalable Al/ML
architectures, ISAC for CCAM, communication system robustness, and seamless multi-modal
integration.

4.4 Conclusion

CCAM, empowered by 6G innovations, is poised to revolutionize mobility by enabling safer, more
efficient, and cooperative transportation systems. By addressing current limitations through CP,
ISAC, and distributed intelligence, CCAM lays the groundwork for a sustainable and connected
mobile future.
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5. Integrated Sensing and
Communication (ISAC)

5.1 State-of-the-art on Integrated Sensing and
Communication

It is widely believed that next-generation mobile radio systems will be designed for simultaneous
communication and sensing by exploiting the sensing capabilities of radio frequency (RF) signals
in the mmWave and THz bands. In fact, the increased connectivity and bandwidth offered by the
6G technology will enable cooperative devices to exploit data fusion strategies to infer accurate
positions of passive targets for applications including traffic monitoring (i.e., traffic, vehicles
monitoring, pedestrian detection), collision avoidance between autonomous guided vehicles
(AGVs) (see uses cases below), assisted living, as well as accurate localization and tracking of passive
objects, to overcome the necessity to equip all the targets with active systems, and human-machine
interface [1]. Sensing takes many forms, ranging from detecting the presence of an object to its
position, speed, and specific micro-Doppler signature, up to imaging of an environment.
Consequently, there is an increasing demand for systems that exhibit both sensing and
communication capabilities. However, sensing and communications have traditionally been
performed separately by different entities, functions, and/or frequency bands [2][3]. There are several
possible options for integrated sensing and communication (ISAC), which include:

Integration at high level: where the sensing and communication systems are separated and
information is exchanged to help in some way the mutual functioning.

Integration at scheduling: that is sensing and communications signals are multiplexed in
time, frequency, and space, enabling the two functions to share the spectrum and partially
share hardware resources.

Full integration: in this case, sensing and communication systems are fully integrated and
share the hardware and the frequency band. This approach is also known as joint sensing
and communication (JSC); it exploits the waveforms transmitted by a communication
network to perform sensing. To fully integrate sensing and communications, wireless
systems will be designed to support both functions together, using the same spectral
resources and hardware and thereby reducing cost, power consumption, latency, and size.

ISAC can encompass both sidelink commmunications, such as V2V for vehicular networks (with great
applications to autonomous driving), and also complicated mobile/cellular networks with multiple
nodes, which can potentially revolutionize the current communication-only mobile networks [4].

ISAC at mmWaves can achieve significant performance levels by leveraging multiple antennas in
both transmission and reception [5][6]. Indeed, the potential use of large-scale antenna arrays due
to shorter wavelengths [7], and thanks to their larger bandwidths, compared to those available in
the traditional cellular band (up to 400 MHz), mmWaves could be very advantageous not only for
communication but also for sensing [8][9][10][11]. Furthermore, MIMO technology can provide high-
capacity links to the users (e.g., through spatial multiplexing), while array processing at the sensing
receiver can perform accurate direction of arrival (DoA) estimation [12]. Furthermore, by exploiting
sub-THz and THz bands technologies, the potential gains to sensing are enormous in terms of
resolution and accuracy, especially for short-range applications.

To maximize the advantages of such a fully integrated solution for 6G, it is essential to investigate
different approaches and address several key technical challenges [13]: i) integrate sensing into
existing communication waveforms (e.g., orthogonal frequency division multiplexing (OFDM) [14]);
i) optimize power and spectral allocation by suitable transmission parameters for the combined
use of sensing and communications [15]; iii) optimize alternative waveforms for ISAC, e.g., orthogonal
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chirp division multiplexing (OCDM) [16], affine frequency division multiplexing (AFDM) [17], or
orthogonal time-frequency-space (OTFS) modulation [18], to name a few; and iv) understand the
requirements and performance of different system setups. For monostatic arrangements, it is
essential to understand the requirements in terms of dynamic range and tolerance to self-
interference resulting from the direct coupling of the transmitter and the receiver. For this reason,
in addition to basic passive RF isolation and radar-domain digital suppression methods, efficient
active RF and digital self-interference cancellation methods are necessary [19]. On the contrary, for
bistatic and multistatic setups, which do not require full-duplex operations, it is crucial to
understand the impact of signalling overhead, sensors' position, and synchronization.

To conclude, ISAC represents a key innovation for 6G, facilitating new applications and potentially
revolutionizing the current mobile network concept. However, this poses challenges that will
require considerable research effort.

5.2 Current 3GPP Standardization Status and 6G Pre-
standardization Activities

For 5G Advanced, the 3GPP Service and System Aspects working group 1 (SA1) has completed in
2023 a Study and Work Item on use cases and requirements for future enhancement of the 5GC new
radio (NR) system to provide ISAC services [20][21][22][23]. This resulted in identifying 32 use case and
their requirements for various applications using 5G NR. The study considered 3CPP, non-3GPP and
non-RF sensing techniques and paved the way for future 3GPP 5G NR releases. The identified 32
use cases for ISAC [20] cover a wide range of applications, including:

Object and intruder detection for smart homes, on a highway, for railways, for factory, for
predefined secure areas around critical infrastructure.

Collision avoidance and trajectory tracking of UAVs, vehicles, and AGVs.
V2x Automotive manoeuvring and navigation.

Public safety search and rescue.

Rainfall monitoring and flooding.

Health and sports monitoring.

The SAT work on use cases has been followed by a 3GPP release 19 RAN study on ISAC channel
models [24], which started in Jan 2024 to support the use cases agreed in [20]. This study covered
all six sensing modes (i.e, TRP-TRP bistatic, TRP monostatic, TRP-UE bistatic, UE-TRP bistatic, UE-
UE bistatic, UE monostatic). It focused on a common modelling framework capable of detecting
and/or tracking the following objects:

UAVs.

Humans indoors and outdoors.

Automotive vehicles (at least outdoors).

Automated guided vehicles (e.g., in indoor factories).

Objects creating hazards on roads/railways, with a minimum size dependent on frequency.

The resulting output of this RANT study was the approval in RP-251567 [25], to update the current 5G
channel model [26] with the outcomes of this RAN study.

In addition to the SAl and RANT1 channel modelling study for 5GA, a new SA2 study on system
architecture [27] and a RAN study on performance evaluation and RAN-CN signalling procedures
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[29] were approved in June 2025. Both of these focus on support of base staion based monostatic
sensing for the UAV use case for the 5CA system.

For 6G a new study item was approved in September 2024 at 3GPP SAI, to explore 6G use cases and
requirements. This work is ongoing and the current agreed set of agreed cases is summarized in
3GPP Technical Report (TR) 22.870 [30]. At the time of writing, 20 use cases on 6G ISAC have been
accepted. Parallel to 3GPP, ETSI created ISC RIS to coordinate pre-standardisation of RIS technology
for ISAC and has already published KPI and deployment profiles in GR RIS 001/006.

In addition to the ongoing 3GPP standardization work to support ISAC for 6G, key industrial
organizations (5GAA, 5GC ACIA) started ISAC work items and an ETSI industrial study group (ISG) on
ISAC [31] was established in 2023, which all focus on pre-standardization activities for 6G ISAC.
Current deliverables from these organization and groups are summarized in [32][35][37].

5.3 Key 6G Use cases

5.3.1 Vehicular scenarios

One application of high relevance for the next-generation mobile networks is intelligent
transportation, which refers to services to improve traffic safety and increase efficiency, e.g., vehicle-
to-vehicle (V2V) and vehicle-to-everything (V2X) communication. Furthermore, high accuracy
position and velocity estimations are critical parameters for safety applications; for instance, they
can assist the driver when executing safety-related manoeuvres. Furthermore, using ISAC,
environmental knowledge of both passive and active objects in the vicinity (which may block or
reflect the desired commmunications signal) can be obtained together with the communications
link. This information helps improve the reliability of the communication link to the target vehicle
via beam management and resource allocation procedures. This scenario is split into two use cases:
V2x Uu link based ISAC and V2V based ISAC.
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Figure 9: Joint sensing and communication in a vehicular scenario (monostatic configuration)

5.3.1.1 V2x Uu link based ISAC

The V2x Uu link can provide a range of V2x services, including high-definition map updating, traffic
and emergency notifications, and support for tele-operated driving. This link could be re-used to
support sensing in a monostatic or multi-static arrangement. A monostatic arrangement is shown
in Figure 9. The transmitted and received signals are jointly processed by the serving base station
(access point or RSU) for such a configuration. This requires full-duplex operation at the base station.
A multi-static arrangement is shown in Figure 10. This configuration has some advantages,
including the ability to use the traditional communication waveform (since full duplex is not
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required) and the capacity to illuminate objects (passive and active) from multiple angles. This latter
feature ensures spatial diversity, which can facilitate the detection and classification of objects.
Multi-static sensing requires that the transmitters and receivers are in different positions,
synchronized, and can process and combine the received signals by exploiting the communication
between them.

While general communications can deal with hundreds of ms delays, autonomous vehicle
applications require delays in the order of tens of ms [39][40][4]1]. In such scenarios, sensing should
provide robust, high-resolution obstacle detection in the order of a few decimeters.

The upcoming 6G technology, which leverages both massive MIMO antenna arrays and the
mmWave and THz spectrum, is expected to address the future requirements of autonomous
vehicle networks. Additionally, large-scale antenna arrays can form pencil-shaped beams that
accurately point to directions of interest by compensating for path loss (sensing loss decays with
the fourth power of distance in free space) and improving DoA estimation accuracy. Therefore, it
would make sense to equip vehicles or road infrastructure sensors with ISAC systems like those
sketched in Figure 9 with a monostatic base station (BS) or in Figure 10 with a multi-static
arrangement employing sensor fusion. However, several issues need to be investigated in that
context, such as specific mmWave channel models and constraints, given that fast-changing
scenarios accompany high mobility.
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Figure 10: Joint sensing and communication in a vehicular scenario (multi-static/distributed configuration)

5.3.1.2 V2V based ISAC

V2x sidelink communications represent another important use case. Here the sidelink can be re-
used to provide sensing of nearby vehicles and pedestrians and can be used to complement the
existing sensors (i.e, cameras, radars, Lidar, etc.) on the vehicle. The relative location of the closest
objects to the vehicle in the line of sight is particularly important for autonomous driving. As before,
different levels of integration can be used for this use case. However, as this is a monostatic scenario,
full-duplex technology on the vehicle performing the sensing is necessary for the full integration of
communication and sensing in the sidelink.

5.3.2 Industrial scenarios

ISAC is also anticipated to facilitate the real-time acquisition of object positions in industrial settings,
resulting in heightened environmental awareness, while simultaneously reducing the expenses
and maintenance associated with separate sensing and communication infrastructures. The
benefits of ISAC in industrial scenarios are twofold: safety and network reliability. Regarding safety,
sensing enables the identification of uncooperative objects (e.g., carts and forklifts) and obstacles in
prohibited areas or workers in close proximity to machinery [42]. This enables accurate detection
and localization, allowing the implementation of necessary accident-prevention measures. In terms
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of network reliability, the industrial propagation environment is complex and susceptible to
communication disruptions caused by obstructions such as large metallic objects (e.g., machinery
or robots). By harnessing sensing-assisted communication systems enabled by ISAC, this
challenging issue can be mitigated. Sensing information can be utilized to assist the
communication link through techniques like beam management. Specifically, sensing capabilities
can be employed to detect and pinpoint incoming obstacles, estimate their speed and direction,
and predict their future trajectory several seconds in advance. This allows the network sufficient
time to establish a backup link before the existing one experiences an outage.

Research work for ISAC in industrial settings has already started and is the subject of various EU
funded projects including the TIMES project [43], funded by the Horizon JU SNS 2022 program.

5.4 Ongoing research and open problems

ISAC research is currently focusing on multiple directions.

Machine learning-based approaches based on soft information for the localization of things have
been proposed in [3] for accurate positioning to overcome the limitations of classical techniques. In
particular, soft information encapsulates all the information from measurements and contextual
data at the UE at a given position, including sensing measurements (e.g., using radio signals), digital
maps, and UE profiles.

The impact of bistatic configuration on sensing capabilities has been investigated in [44][45][46].
These studies analyse a multi-beam JSC system in terms of achievable sensing coverage. The
optimization of beamforming for bistatic MIMO sensing is discussed in [47]. In [48], the principle of
cooperative passive coherent location (CPCL) is introduced, where a passive bistatic configuration
exploits the received communication signal as a reference for correlation. This way, CPCL effectively
reuses the entire commmunication payload for target detection.

Recently, [49] proposed the design of new waveforms that combine OFDM and OTFS to enable JSC,
and [50][51][52] presented a low-complexity receiver for target parameter estimation. Additionally,
new results on the use of AFDM waveforms for ISAC are also presented in [53], which highlights the
unique feature of this waveform in reducing complexity for full-duplex monostatic sensing.
Additionally, a novel waveform that achieves a trade-off between OFDM and DFT-s-OFDM by
employing multiple DFT blocks. Is proposed in [54]. This new waveform effectively balances peak-
to-average power ratio (PAPR) and sensing performance.

Regarding the impact of array configuration, antenna selection at the transmitter site is leveraged
to improve the performance of an ISAC system [55]. For IoT scenarios, communication primarily
relies on packet-based transmission, and [56] investigates the impact of packet length on the
sensing/communication trade-off. They examine a JSC system under the finite block-length
regime. For V2x scenarios, and specifically for V2V-based ISAC, the combined use of sidelink
resources for communications and sensing is demonstrated for different vehicle densities and
numerologies in [57][58][59].

As for sensor fusion strategies (depicted in Fig. 7), tracking algorithms in [60], [61] and [62] are used
to fuse local target position estimates from multiple monostatic sensors. Data fusion can enhance
sensing performance or maintain the same performance as a single sensor while releasing radio
resources for communication [63][64]. The trade-off between sensing and communication in
OFDM-based networks is studied in [65][66][67][68] for multistatic arrangements. [69] proposes an
ISAC architecture based on distributed multisensor MIMO, analogous to multiuser MIMO in mobile
communication. Furthermore, [70] discusses fundamental requirements for propagation
measurement and modelling in the context of distributed MS-MIMO ISAC. Recent advancements
in securing ISAC in MIMO-OFDM systems by detecting intentional smart jammers have been
reported in [71]. Recently, a novel clustering-based landmark optimization approach has been
proposed for joint localization and environmental modelling in multipath environments by global
optimizing the position estimate discrepancy of the observed landmarks and the target positions
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[72]. The explicit data association problem is avoided by iteratively clustering the landmark positions
observed at different time steps and optimizing the corresponding UE positions. Unlike traditional
methods, CLOM offers an alternative approach focused on optimizing UE positions while
maintaining the consistency of landmarks across different time steps.

RIS-enabled ISAC: RIS can instantly reshape wireless signals to enhance both sensing and
communication. They help overcome the high path loss in mmWave and THz bands, extend
sensing range, and direct reflected energy toward intended users and targets. However, three main
challenges still remain. First, cascaded channel estimation requires reliable methods to estimate
the full channel from the transmitter to the RIS and then to the user or target, especially when
nodes are in motion. Second, the size and placement of the RIS are still under debate, as researchers
have yet to agree on how large a panel should be or whether one or multiple panels are needed to
balance sensing accuracy with communication capacity. Third, the secure control of meta-atoms is
critical, since each RIS element is software-controlled and attackers could potentially tamper with
control links to spoof reflections or eavesdrop. Lightweight but robust security mechanisms are
therefore essential. Addressing these three issues is a crucial step toward enabling RIS-assisted ISAC
in high-mobility scenarios such as connected cars, drones, and smart factories [73].
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6. Non-terrestrial networks in 6G

6G wireless mobile networks are expected to provide a plethora of services to billions of globally
distributed users, including not only humans, but also machines, Internet of Things (loT) sensors
and the more sophisticated (future) devices that are required for applications with stringent
performance requirements, such as Augmented Reality (AR) / Virtual Reality (VR), holographic
communications, etc. Due to the drastic increase in the number of users, their need for ubiguitous
connectivity and the economically driven interest to deploy infrastructure in geographical locations
that are more densely populated, the necessity to co-operate Terrestrial Networks (TNs) with Non-
Terrestrial Networks (NTNs) is arising. Such cooperation can provide cost-effective communications
for users in sparsely populated areas, during emergency/disaster response scenarios, and further
extend connectivity to oceans, the sky and space.
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© F. Rinaldi et al, Non-Terrestrial Networks in 5G & Beyond: A survey [1]

NTNs refer to radio access networks where the access nodes are carried on platforms hovering high
above the terrestrial surface in the air (in form of high-altitude platformms - HAPs, or unmanned aerial
vehicles — UAVs, such as drones or balloons) or in space (satellites). It is noted that the NTN access
nodes may be built on transparent or regenerative architectures, where the former realizes the
access node as a Radio Frequency relay, while the latter allows to implement parts or all of the layers
of a 5G base station according to the functional split options.

For the next generation of mobile networks, such NTNs are highly attractive due to several reasons:
First, they represent the means for ultimately fulfilling the ever-given promise of mobile networks
to provide ubiquitous connectivity anytime and everywhere, removing availability gaps in coverage
maps and providing the required resilience to withstand disasters. Second, they will complement
terrestrial radio networks by providing additional communication links via independent access
nodes, which may be used for offloading broadcast traffic in hotspot areas or for improving
communication reliability and availability during daytime and energy efficiency at night-time. Third,
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network-operated mobile mission-critical applications in the context of loT and vehicular-to-
everything (V2X) communications, which require high availability with guaranteed latencies and
accurate localization, are becoming more and more widespread, and hence there is an increasing
demand in guaranteed service provision, seamless service continuity and precise positioning
anytime and anywhere. NTN have the potential to become the puzzle piece for completing a system
concept fulfilling this demand.

Especially the first two benefits of NTNs, ubiquitous coverage and traffic offloading during peak
hours, have already been recognized by 3GPP, and hence new study and work items targeting at
theintegration of NTNsin 5G-NR were initiated in Rel.16, which were continuously developed further
in Rel.177and 18 and are followed up in Rel.19 to date [2]-[5]. The research community has also started
to unveil the potential energy savings that are achievable by offloading the low traffic at terrestrial
cells at night-time to NTN hypercells and by allowing the deep sleep of terrestrial, power-hungry
macro stations that would otherwise remain active to provide blanket coverage [9]. However, up to
now, industry and 3CPP have mainly focused on using NTNs for the coverage extension of
enhanced mobile broad band (eMBB) services and narrow-band loT applications. Those services do
not require much network coordination and can tolerate the large latencies that may occur due to
the significant propagation distances between the earth surface and the satellite when using the
conventional transparent (or “bent-pipe”) satellite architecture, where the satellite simply acts as a
Radio Frequency relay. In addition to delay tolerance, eMBB services are mostly best-effort, thus
setting rather moderate demands on the Quality of Service (QoS). This eases the challenges of
integrating NTN into the existing 5G-NR architecture, offering limited possibilities for substantial
enhancementson the overall system design of the radio access network only. Considering, however,
the energy efficiency challenge of current networks and the fact that 5G-NR has introduced two
additional core services with properties differing substantially from eMBB services, namely massive
machine type communication (MMTC) and ultra-reliable low-latency communication (URLLC), we
envision that the steps taken by 3GPP towards NTNs can only be considered the first steps of a long
pathway towards the full integration of TNs and NTNs.

6.1 Non-Terrestrial Networks for advanced services

With the introduction of novel mechanisms and features for the support of MMTC and URLLC
services in 5G, mobile networks could be used for the first time to perform tasks for continuous
monitoring and control services requiring highly reliable connections with a guaranteed QoS. This
led to the emergence of several ground-breaking use cases in the loT and V2X context, which were
built on these 5G services and enabled autonomous operations at very high levels of comfort. In
particular for vehicles, which can drive virtually anywhere and may thus easily get out of network
coverage, guaranteed network connectivity frequently becomes an issue in daily operations. Hence,
enhancing mobile networks with NTN components and functionalities with integrated support for
the full set of 5G services and beyond (thus also considering new services to be supported by future
network evolutions) is expected to become a key enabler for providing true ubiquitous connectivity
and seamless service continuity for those use cases.

Given this objective, however, a question arises: How can satellites be used to provide connectivity
for all service types, in particular for those built on high reliabilities and low latencies? To begin with,
it should be noted that the latency constraints of typical services from the loT and V2X realm lie in
the order of several tens of milliseconds (typically 20-30 ms), and hence they are less strict than the
minimum latency constraint supported by 5G URLLC services of a single millisecond. This means
that those loT and V2X services provided via satellite can bear propagation delays of a few
milliseconds, but not much more than that. Satellites are operated in different orbits, reaching from
the low earth orbit (LEO) at altitudes between 200 and 2000 km (measured from the earth surface),
over the medium earth orbit (MEO) with altitudes between 2000 and 35,786 km, to the
geostationary orbit (GEO) at 35,786 km altitude. In the very low earth orbit (VLEO), satellites circle
the earth at altitudes between 200 and 400 km and thus can facilitate relatively short latencies of a
few milliseconds due to the reduced propagation distances. Through the implementation of mass
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production techniques and the exploitation of reusable launchers, the latest generation of vLEO
satellites is expected to come at modest capital and operational costs. Inherent to this satellite
generation is a regenerative satellite architecture featuring powerful on-board processing, which
allows these satellites to function as “network nodes in the sky” with compute and storage
capabilities, turning them into network edges. By using the on-board processing capabilities for
(distributed) edge computing, 5GC services and artificial intelligence (Al)-based applications can be
directly executed at those satellite nodes. Such novel features of the vLEO satellites will allow lower
latency applications, since they rely on a direct point-to-point communication between the satellite
and the device and avoid the 3-point link via satellite and gateway ground station as in conventional
satellite communications using the bent-pipe architecture, where the one-way signal always needs
to travel twice the distance between earth surface and the satellite. By using satellites of the latest
generation in the VLEO orbit, the propagation delay can indeed be reduced to a few milliseconds,
hitting the target as formulated above, which will eventually enable the provision of URLLC services
typical for the above use cases via NTN enhanced mobile networks. However, none of the above
benefits will be realised without a true converge of TNs and NTNs into a single, unified network
capable of seamlessly managing and orchestrating eMMB, mMTC and URLLC services.

6.2 Terrestrial and Non-Terrestrial Network Convergence

Many of the recent works [2]-[5], including those of 3GPP, have only just begun with the integration
of NTN and are primarily focused on the RAN-end of the mobile network. There is still a long way to
go before achieving a full synergy, though. If all the current as well as future mobile network services
can be provided also through NTN nodes, then the NTN domain may readily become an integral
part of the future mobile system, expanding the overall network structure to the 3rd dimension and
forming an organic 3D network. This goes clearly beyond the “integration of NTNs” into the existing
network design of 5G-NR, as currently pursued by 3GPP.
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Figure 11. Vision of TN and NTN convergence.

If we now consider the network being constituted of two different network domains, one being a
TN and the other being an NTN, while both equally support the same set of services, then a
completely new system design based on a novel network architecture should be derived to yield a
convergence of the TN and NTN domains, uniting the best features from those two worlds in the
most efficient way. With a fully converged network of this kind, the type of connection may become
transparent to the user, meaning that users will not be aware of whether they are connected via a
TN or an NTN node — or even via both at the same time (Figure 11). This type of network requires a




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

novel network architecture supporting a large variety of network nodes with different properties
and capabilities. For example, NTN nodes will be continuously moving and thus frequent handovers
are required, even if the user is static. Satellites will also have their own on-board resources for
compute, storage and networking. However, they will be strictly limited and may not be easily
enhanced or upgraded, as compared to TN nodes like terrestrial base stations, where computing
and storage capabilities can be easily extended, e.g., by installing additional computing devices for
multi-access edge computing (MEC). With the TN and NTN nodes in a mobile network, the number
of network edges is significantly increased. Considering that each of the elements (TN node, NTN
node and core) may host heterogeneous resources to be used for MEC, there will be a plethora of
MEC-capable edge nodes, whose resources should be efficiently managed for the orchestration of
the individual network services as well as for the implementation of Al functionalities in a distributed
fashion. A truly converged mobile system with TN and NTN nodes for radio access supported by a
mobile core is the future network environment that is envisioned for 6G, which calls for the
development and investigation of the key enabling technologies for its realization.

6.3 Use cases for integration of NTN and TN

In this section, we give an overview on promising use cases building on integrated or converged
NTN and TN in beyond 5G systems.

6.3.1 UC 1. Sensor Networks in the Agricultural Sector

Smart agriculture is a scenario which involves several improvements to the classical agriculture
scenario due to the introduction of ICT technologies. One of them is related to the employment of
wireless sensor networks within crop fields. These sensors can manage different tasks related to the
monitoring of plant growth and the overall agricultural environment. They can be deployed at
different stages (e.g,, different seasons), operate in different conditions (e.g., in open fields or inside
the soil), and be of different kinds (e.g., cameras and temperature or humidity sensors). Properly
adjusting the irrigation system operation depending on the environmental conditions and the
plant growth in particular areas and the addition of the proper amount of fertilizer depending on
the soil conditions before sowing are just a few examples of the traditional agricultural processes
that could be improved.

However, especially in case of vast agricultural fields, the number of deployed sensors can be
significant, as well as the amount of generated data to analyze and correlate to make decisions. All
these data have to be forwarded to a central node (located within the agricultural environment or
not) running proper Al applications. One of the issues to face is that agricultural areas are typically
located in geographical regions not well covered by the terrestrial infrastructure. Besides, the
terrestrial infrastructure may have been sized considering the typically low number of inhabitants
in these regions and, hence, may not be well equipped for a significant increase in the number of
connected nodes and consequent increase of the data traffic volume.

The employment of UAVs can help to achieve this goal. UAVs may be periodically deployed to
operate as access nodes, collecting the data generated by sensors and forwarding them to the
central node. Data forwarding can be delayed by implementing the store-and-forward paradigm
onboard UAVs. In this way, UAVs collect data while they are flying above the target area and
subsequently forward them only when they land back at their ground station. This can contribute
to lowering UAV energy consumption, and thus extending their operational time, as well as
lowering their hardware complexity, avoiding to equip them with long-range communication
interfaces going beyond those used to communicate with the sensors.
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6.3.2 UC 2: Disaster relief situations

Disaster relief scenarios arise in crisis conditions that lead to: i) a sudden and unpredicted
unavailability either a part or the entire terrestrial infrastructure, for a limited period of time; ii) the
need for Search & Rescue (S&R) operations in remote areas, i.e, areas without the support of a
Terrestrial Network (TN). Such unavailability might be caused by a natural disaster (e.g., earthquake,
flood, or fire) or be man-made (e.g,, terrorist attack). In this context, there are two different services
which shall be guaranteed: i) with higher priority, it is fundamental to promptly establish a
temporary network in the crisis area for the first responders, in order to coordinate and organize the
rescue operations; and ii) with a slightly lower priority, the network operators providing service in
the area shall be granted the possibility to initiate the restoring of the terrestrial network
infrastructure.

In this framework, the availability of a non-terrestrial access, which can be either airborne (UAVs,
HAPs) or spaceborne (LEO, MEO, GEO), is fundamental for the very first phase of the crisis. Moreover,
while the terrestrial infrastructure is progressively being restored, dual connectivity solutions can
also be implemented, in which the terrestrial and non-terrestrial segments are jointly exploited for
the above purposes. It is worthwhile mentioning that a rescue operation might also be required in
remote areas where no terrestrial infrastructure is present. In such cases, the exploitation of a non-
terrestrial component is the only solution to allow the proper coordination of search and rescue
operations. As such, this case can be considered as included in the former one with the same service
flow and requirements, excluding the joint terrestrial/non-terrestrial connectivity option.
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Figure 12. Overview of the disaster relief scenario.

As shown in Figure 12, in the aftermath of a disaster, the availability a non-terrestrial component
should allow information exchange: i) among the first responders in the disaster area:; ii) between
the first responders in the disaster area and a local control center close to the disaster area; and iii)
between the first responders and the remote command and control center. The required capacity
can be either limited, e.g., for sensor or location reporting, or large, e.g., for Augmented Reality (AR)
and/or live stream helmets. It is also possible that indoor connectivity might be needed for the
rescue operation; in such conditions, Integrated Access and Backhaul (IAB) nodes are required
[61[7].
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In the context of disaster relief scenarios, it shall be mentioned that ITU-R Report M. 2291-2 provides
indications on the use of International Mobile Telecormmmunications (IMT) technologies to support
broadband Public Protection and Disaster Relief (PPDR) operations.

More detailed information on this scenario is partially available in 3GPP TR 22.822 [8], which
addressed similar conditions in the “Temporary use of a satellite component” use case.

6.3.3 UC 3: Energy saving enabled in integrated NTN/TN networks

In the realm of 6G telecommunications, NTNs have the potential to usher in a paradigm shift—a
shift that goes beyond providing ubiquitous coverage and holds the potential to revolutionize our
digital landscape while preserving precious energy resources. This section elaborates on two
corresponding use cases, targeting the reduction of the energy consumption in the integrated
network.

6.3.3.1 Energy Consumption-based load balancing in NTN/TN networks

Climate change, carbon-footprint and environmental sustainability have become important issues
that need immediate attention. Hence, it is imperative that 6G systems provide services that take
reduction in energy consumption as a native factor in their service offerings. In an integrated
TN/NTN environment with multiple heterogeneous access networks, different network entities
have different characteristics, and various network entities operate under different conditions,
especially under different loads. However, the higher load handled by a network entity, the greater
is its Energy Consumption. In this regard, this use case highlights the need for actively balancing
and re-balancing the load across all available network entities in a heterogeneous, integrated
TN/NTN environment to facilitate the goal of reducing Energy Consumption of mobile
telecommunication networks. Actively measuring, monitoring, balancing and re-balancing of the
load across various network entities w.r.t. their energy consumption will ensure energy-efficient
utilization of the resources and reduce the OPEX for MNOs.

6.3.3.2 Advanced carrier shutdown in integrated NTN/TN networks

Traditionally, terrestrial cellular networks have operated around the clock, with macro base stations
relentlessly churning out signals to provide blanket coverage. However, this round-the-clock activity
exactsasignificant toll on energy resources, contributing to environmental concerns and escalating
operational costs. The emergence of NTN-based hypercells offers a game-changing solution to this
dilemma.

The new concept/use case we have in mind is simple yet profound: During the nighttime hours
when network traffic ebbs to a minimum, low-traffic terrestrial macro base stations can offload their
traffic to energy efficient NTN-powered hypercells. This offloading enables power-hungry macro
base stations responsible for blanket coverage to be shut down. These dormant macro base
stations, which would otherwise remain active, consume substantial energy even when scarcely
being used. Despite advanced energy-saving solutions, today, about 40% of base stations in a
network remain operational to provide coverage [9].

But how can this vision be realized efficiently? The answer lies in a truly integrated terrestrial and
NTN and the development of cooperative algorithms designed to minimize the terrestrial network's
energy consumption through satellite and high-altitude platform (HAP) and/or unmanned aerial
vehicle (UAV) offloading, while maintaining the quality of experience of users. The integration must
combine technological innovation with sustainability, setting the stage for a future where our digital
connectivity coexists harmoniously with the conservation of our planet's resources. For the details
on a technical solution and its performance, the reader is referred to Section 6.4.5.

In short, as we delve deeper into the night, this use case envisions a new energy efficiency solution,
where terrestrial networks go to sleep while NTN hypercells take over, reducing our carbon footprint
and illuminating a brighter, more sustainable future.
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6.3.4 UC 4: Multiple-Access Networks in integrated NTN/TN Network

In the current 3GPP mobile telecommunication standards, integration of Non-Terrestrial Networks
(NTN) into Terrestrial Networks (TN) has garnered a lot of attention, where Releases 15-18 discuss
solutionsfor NR & NG-RAN to support NTN (TR 38.811 Release 15 [2], TR 38.821 Release 16 [3], TR 23.700-
27 Release 18 [4], TR 23.700-28 Release 18 [5]), while Release 19 discusses improvements for
optimized performance for terminals, capacity performance on up link, notification of service area
of a broadcast service, support for a NTN architecture with 5G system functions on board the NTN
vehicle and use of RedCap devices within FR1 NTN. Therefore, an integrated TN/NTN
telecommunication environment is anticipated in 6G. Moreover, we believe that Multiple Radio
Access (MA) Technologies like LTE, NR, THz, NTN, Wi-Fi, to name a few, will be available
simultaneously to Users in this in an integrated NTN/TN environment. Hence, User's Equipments
(UE) will be equipped with radio capabilities to utilize services offered through these multitude of
technologies in order to maximize their throughput and reliability. While, network operators would
maximize the use of their heterogeneous technology infrastructure and resources. Therefore, inter-
operation among such heterogeneous networks is deemed imperative (refer to TS 22.261 clause 6.3
[10]) and muiltiple access technologies must co-exist and operate efficiently in an integrated NTN/TN
environment. This brings forward many new challenges that must be addressed.

Therefore, this use case aims to discuss the challenges and requirements for TN/NTN integration in
the presence of multiple heterogeneous access networks along with challenges and requirements
for sustainable operation of telecommunication networks in such an environment through
elaborating on the following issues, which address specific aspects within the larger context of this
use case.

6.3.4.1 Seamless Service Continuity in a TN-NTN integrated Environment with Multiple
Access Technologies

In today's mobile networks, handover is performed to ensure session continuity. However, current
handover management solutions are complex. In a multi-access integrated TN/NTN environment,
where even NTN nodes will be mobile, intricate co-ordinations will be needed between participating
Access Networks and Core Networks, resulting in latency, scalability and QoE issues (refer to TS
37.340 [11]), which may worsen the effects of handover, resulting in increased Handover Interruption
Time (HIT) and Handover Failures (HoF). This use case highlights the need to address the issue of
simplifying handovers in an integrated multi-access TN/NTN environment e.g., through efficiently
leveraging multiple simultaneous connections from the network and enabling UEs to distribute
their traffic across all available connections based on the capability of the access networks.
Essentially, we need solutions to ensure UEs can experience reliable connectivity and global
coverage with seamless service continuity between various access networks with no HIT and HoF
during mobility.

6.3.4.2 Application Influenced Traffic Steering in a Multiple Access Environment

Utilizing heterogeneous resources efficiently in a multi-access integrated NTN/TN network is a
challenge for the mobile network operator. On the other hand, applications and services want to
ensure a certain Qok for their Users, but are unaware of the networks characteristics that an end-
user is experiencing. Hence, this use case highlights the need for network operators to partner with
39 party application and service providers and include their requirements in the service offerings to
Users. This partnership when realized could lead to indications such as e.g., instructions to the UEs
on how to distribute their traffic for a session on the available connections. This will ensure users
receive a much better QoE while the resources in network and in end-point applications/services
are utilized efficiently.

6.3.4.3 Traffic Engineering with Multiple Access Technologies

When multiple services co-exist, one or more services could monopolize available resources based
on their requirements e.g., high bandwidth, low latency, etc. Therefore, efficient traffic distribution
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over all available links is a crucial requirement for a network provider in order to efficiently utilize the
resources in a heterogeneous integrated NTN/TN network with the goal of ensuring an overall good
Quality of Experience (QoE) for users. From practice, it has been observed that every network has
some congested links, while some links are underutilized. Therefore, it is crucial to engineer the
traffic effectively in order to avoid congestion. Hence, this use case highlights the need for
dynamically distributing the traffic in a multi-access integrated NTN/TN mobile network. With
dynamic traffic distribution through leveraging multiple access networks we could ensure that no
network is left to operate on its own and experience adverse effects resulting from multiple different
types of application traffic and User loads.

6.3.4.4 Networking, Compute and Energy aware scheduling in integrated NTN/TN
networks

In 6G, billions of globally distributed users are expected, ranging from humans to vehicles to loT
devices. Such a heterogeneity in users will naturally introduce varying requirements from the
mobile networks. Further, advanced applications that 6G is expected to support like Artificial Reality
(AR)/Virtual Reality (VR), holographic communications, etc, will run multiple simultaneous
compute, storage and transport sessions with stringent performance requirements. This use case
highlights the need to schedule various different types of User sessions and their tasks onto network
entities in an integrated TN/NTN environment based on the characteristics of the network entities,
the requirements of the tasks and their expected EC with the overarching goal of reducing the EC
of the network. With energy-efficient scheduling, end-to-end energy consumption of user sessions
and networks can be controlled and services can be scheduled with the goal of not only satisfying
the requests of Users but also to reduce the overall EC resulting from execution of User requests.

6.4 Enabling technologies for the use cases

This section presents selected technologies for integrated or converged NTN and TN in beyond 5G
systems, which can serve as enablers for the use cases described in the previous section.

6.4.1 UAV-aided Wireless Networks

In the realm of civil applications, Unmanned Aerial Vehicles (UAVs) have witnessed a notable surge
in utility, finding roles in delivery services, video monitoring, photogrammetry, and beyond, even
within urban landscapes. Advancements in technology are poised to render professional UAVs safer,
capable of bearing heavier payloads, and extending their flight durations. For these reasons, we can
predict an incredible increase in the use of UAVs in urban environments.

In this regard, in the dynamic arena of telecommmunications, the integration of drones as flying Base
Stations (BS) heralds a fundamental shift in network architecture. While UAVs fulfill their primary
functions, such as aerial monitoring via onboard cameras, there exists the potential for them to also
serve as Unmanned Aerial Base Stations (UABSs), thereby providing wireless communication
services when required. This adaptation positions UABSs as adaptable tools within the arsenal of 6G
networks, capable of strengthening the terrestrial infrastructure to meet the connectivity needs of
ground users.

Moreover, UABSs offer unparalleled flexibility and scalability for future networks. Their on-demand
deployment capabilities enable swift responses in ad hoc scenarios, ranging from delivering
connectivity to remote disaster-stricken areas to enhancing agricultural operations through sensor
networks and optimizing vehicular communications, as discussed in the previous sections. Unlike
terrestrial infrastructure, UABSs are not bound by roads, unaffected by traffic congestion, and
possess robust connectivity with both ground-based users and terrestrial base stations, thanks to
their high likelihood of maintaining Line of Sight (LoS).

Nevertheless, the seamless integration of drones into terrestrial networks presents challenges
necessitating careful consideration. Foremost among these challenges are regulatory barriers
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concerning airspace management and spectrum allocation, underscoring the imperative for close
collaboration between telecom operators and regulatory authorities to delineate clear deployment
guidelines. Furthermore, ensuring smooth interoperability and handoff between terrestrial base
stations and airborne counterparts demands the implementation of robust network orchestration
mechanismes.

Recent research has shed light on several critical challenges for the effective integration of UABSs
in 6G networks. First, designing UAV trajectories that dynamically adapt to highly variable
environments is non-trivial, especially when mobile users, coverage gaps, and network objectives
vary over time. To tackle this, deep reinforcement learning (DRL) approaches [12]—particularly those
enhanced with meta-learning techniques—have shown promise in enabling UAVs to adapt quickly
to new scenarios, outperforming traditional DRL in terms of learning speed and long-term
performance [15]. In multi-UAV deployments, ensuring safe and efficient coordination adds another
layer of complexity. Collision-avoidance mechanisms based on multi-agent DRL (MADRL) with
rank-based masking have been proposed to preserve training efficiency while preventing unsafe
interactions [16]. Furthermore, the joint optimization of trajectory and radio resource management
(RRM) becomes particularly challenging in urban vehicular environments, where interference
management, QoE maximization, and cost-aware UABS activation must be addressed
simultaneously. To this end, advanced ILP models and DRL-ILP hybrid architectures have been
developed, enabling fine-grained control over beamforming, uplink reliability, and cooperative
scheduling [14]. Finally, the integration of Integrated Access and Backhaul (IAB) mechanisms is
emerging as a pivotal enabler for UABSs, allowing them not only to serve ground users but also to
maintain robust and flexible backhaul links with the terrestrial infrastructure—crucial for supporting
highly dynamic and distributed 6G scenarios [13].

6.4.2 Integrated Sensing and Communication (ISAC) over NTNs

Systems supporting simultaneous communication and sensing are becoming a major
technological breakthrough due to the growing demand for spectrum and energy savings,
prompting efforts toward their coexistence, cooperation, and integrated design [17],[18]. The
concept relies on the fact that a single transmitted signal could serve both communication and
radar sensing purposes and thus avoid interference that originates from transmitting two separate
sighals. These systems can operate by sharing resources and minimizing interference using
methods such as beamforming, cooperative spectrum sharing, opportunistic primary-secondary
spectrum sharing, and dynamic coexistence.

The provision of ISAC over NTNs presents distinct advantages for offering demanding localization
services in 6G and supporting advanced use cases. For example, the fact that the sensing signals
need Line of Sight (LOS) cormmunications for delivering accurate results is more easily achieved by
non-terrestrial infrastructures. To this end, there have already been some research efforts published
that aim to highlight the importance of ISAC from NTNs, even for improving network operations
themselves [19]. Aiming at providing high-throughput, reliable, and low-latency wireless
communications, as well as accurate and high-resolution wireless sensing simultaneously, ISAC
technology over NTN networks needs to overcome certain challenges to achieve these goals in 6C.
NTNs may be formed via:

unmanned aerial vehicles (UAVs),
high altitude platforms (HAPs),
satellites or

a combination of them all.

However, each platform has its own characteristics and requirements for providing ISAC services,
which we study in the following paragraphs, highlighting challenges and possible solutions.
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ISAC services could be either provided via single or multiple UAVs. Some guidelines regarding the
protocols and resource management in the single UAV case and regarding interference
management in the multiple UAV case are given in [20]. In particular, since communication
operations need to take place continuously, while sensing should be done whenever required, ISAC
transmissions should be designed accordingly for maximizing performance and UAV flight time.
Hence, the protocol design should consider: a) who needs to communicate and b) what needs to
be sensed.

ISAC provision via HAPs is considered very important for enhancing spectrum utilization. Such a use
case is provided in [21], where a HAP is providing communication services to ground based mobile
users while sensing flyover drones with the same signals, enhancing the associated positioning and
navigation services. On the other hand, HAPs need to face the problems of inter-beam interference
and elevated energy consumption. In parallel, location estimation will suffer from accuracy in the
same way as for UAVs, if no specific countermeasures are imposed. In particular, interference
among the different beamed signals is critical.

ISAC provision over satellites is not straightforward, but there is already a huge base of satellites at
LEO orbits targeting communications that could be used for sensing as well due to their proximity
to Earth and the ability to orbit several times each day. Two technologies that can leverage ISAC
from LEO satellites have been identified so far: a) joint beamforming and b) rate splitting multiple
access (RSMA).

ISAC provision from NTNs shows great potential, since it can assist in principle in two directions: a)
provision of positioning services and b) efficient resource management. Thus, future
communication networks should care for the inclusion of services offered by UAVs, HAPs and
satellites and offer ISAC services as well in a standardized way.

6.4.3 Satellite swarms

Direct-to-handheld communications from Low Earth Orbit (LEO) constellations have the ambition
to provision broadband services without using a specialized handheld terminal. However,
broadband transmission requires large antenna gains on the satellite side to cope with the low
gains of integrated antennas in handheld devices. Otherwise, the link budget may not be sufficient
to neither exchange voice nor data. A straightforward solution is the deployment of large antenna
apertures, as proposed by AST mobile [22], though it represents a hardly scalable solution. A
potential alternative is the use of cooperative satellite swarms in flying formation, realizing a virtual
distributed large antenna aperture. Two main trends on the swarm configuration can be identified:
(i) small number of satellites based on moderately sized platforms equipped with already moderate-
to-large antenna arrays, referred to as formation of arrays in [23],[24] ; (ii) large number of very small
single-antenna satellites, as detailed in [25], [26].

The common approach is to limit the size of the swarm to provide a beam footprint radius in the
order of 3-5 km. The rationale is to mimic terrestrial deployments. However, under these conditions,
the resulting swarm is not far from the single large aperture concept from AST mobile [22]. To
unleash the full potential of satellite swarmes, it is required to synthesize small beams of radius lower
than 3 km, as described in [27]. These narrow beams can provide unprecedented narrow
beamwidths with capabilities to improve interference handling. The concept is illustrated in Figure
13, where the position of the n-th satellite node is denoted p,, and the tuple (8;, ¢;) indicates the
pointing direction of the k-th beam.
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Figure 13. lllustration of a multi-beam satellite swarm communication system.

The most suitable swarm antenna topology remains as an open exploratory topic. Aspects such as
the number of satellites, the number of antennas per satellite, the satellite spacing and the power
budget, to mention a few, have an impact on the link reliability and the number of users that can
be served. In this regard, current research studies focus on analyzing the capabilities of swarms,
considering practical implementation aspects such as the flying formation requirements, the
beamforming architecture design as well as the channel state information acquisition procedure.

In conclusion, the remarkable features of satellite swarms can be exploited to provide high data-
rate service to hot spots with a high density of users. Nevertheless, to deliver the expected gains, it
will be essential to develop new technologies that enable tens or even hundreds of satellites to
operate synchronously in a cooperative fashion.

6.4.4 Management and control techniques for energy saving in
integrated NTN/TN

Energy-awareness and, more generally, sustainability, have become a concern in all areas of
computing and networking, and the evolution toward 6G has recognized this more explicitly than
before (see, e.g., Section 2.5 in [28]).

In general, any management and control mechanism that aims at realizing a tradeoff between
network performance and energy consumption, both in NTNs and TNs, would essentially need
three phases of measurement and data collection, synthesis of a control/management strategy,
and actuation of the ensuing decisions. The first and last of these tasks would benefit from the
definition of APIs capable of conveying information on the energy consumption level and on its
potential adjustments (possibly over different time scales) of network devices and/or network
functions to the management and control plane, in order to devise adaptation policies to govern
the tradeoff among different KPls, related to performance and energy consumption, respectively.
In this respect, already in 2013 ETSI defined the CAL (Green Abstraction Layer) standard [29], recently
extended in [30] to the power management of Virtualized Network Functions (VNFs), where
understanding the hardware power consumption attributable to a specific VNF is not so
straightforward, owing to the mediation of various software layers. Indeed, one of the main
challenges in controlling the energy consumption of VNFs in integrated virtualized TNs/NTNs lies in
the fact that the correspondence between the hardware that consumes energy and the virtual
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objects (Virtual Machines — VMs — or containers) that execute Network Functions is not so
straightforward as in the legacy environment. Among the major causes, the following can be noted:

the execution of Network Functions (NFs) is mediated by a hypervisor and its scheduling
policies, or by a container orchestration and management platform like Kubernetes;

multiple tenants using the same hardware are present;

there is no “direct” relation between virtual resources (e.g., virtual Central Processing Units —
vCPUs) and Energy Aware States (EASs) of the hardware.

In the CALv2 standard [30], both ETSI and ITU have considered these issues, by defining EASs
specific to VNFs and Network Services (NSs), and by providing the specification of the interfaces for
all reference points of the NFV ETSI MANO architectural framework [31], along with the operations
of provisioning, release and monitoring.

For what concerns instead the possible control and management strategies, approaches capable
of providing a dynamic response in real time to achieve a suitable trade-off between performance
and energy efficiency KPIs have become essential to cope with services that may require very short
(Up to sub-ms) reaction times. In this context, it should be noted that virtualization per se, though
greatly increasing flexibility and allowing consolidation of functionalities, does not necessarily entail
a reduction in energy consumption. As a matter of fact, the use of general-purpose servers instead
of customized hardware is likely to be prone to require increasing amounts of energy
(notwithstanding the increased presence of acceleration hardware to cope with heavy
computational tasks entailed by Al/ML). Though this aspect may be more relevant in the terrestrial
network rather than in NTNs, where energy-efficient hardware is likely to be adopted on-board, the
adoption of energy consumption mitigation techniques, like Dynamic Adaptation and Smart
Sleeping, should not be neglected. Moreover, considering the different architectural organizations
allowed by O-RAN, and the choices that may be taken in the possible positioning of Distributed
Units (DUs), Centralized Units (CUs) and RAN Intelligent controllers (RICs) — either in the sky or on
earth -, careful comparisons should be done by accounting for the energy consumed in
computation as well as in communication in the different settings. In this respect, the allocation of
rApps (for Non-Real-Time RICs), xApps (for Near-Real-Time RICs) and dApps (for Real-Time sub-ms
functionalities) can be dynamically optimized between TNs and NTNs.

In the context of dynamic adaptation, for instance, the ongoing Horizon Europe 6Green project [31]
has adopted three lines of action:

Edge Agility: to provide smart, fast, and automated horizontal scalability to vertical
applications and related slices across the 5/6G edge-cloud continuum;

Green Elasticity: to dynamically and adaptively provide energy-aware hardware-assisted
acceleration to network functions and vertical applications to enable smart vertical
scalability;

Energy-Aware Backpressure: to conceive a set of cross-domain observability mechanisms
and analytics to evaluate the energy and the carbon footprint that a vertical application, a
slice, or the overall 5/6G network induce onto the edge-cloud infrastructure.

Another potential challenge lies in the additional architectural complexity associated with the
orchestration of resources. Orchestration is needed to handle the complexity of application services
that are designed and created as chains of micro-services at the application level and as chains of
Virtual Network Functions (VNFs) at the network level. Recently, the concept of separation of
concerns between the cloud-native Vertical Applications' domain and the Telco domain of network
functions and services has been recognized with the creation of separate orchestrators: a Network
Applications Orchestrator (NAQ) interacting with the MANQO orchestrator through the mediation of
an Operations Support System (OSS) - see, e.g., https//www.5g-induce.eu/. A similar separation of

concerns may be advisable, also in handling energy efficiency KPls, between the fixed network
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orchestration of ETSI MANO and a specific NTN Orchestrator. This vision, already sketched in [32],
has also been shared by the IEEE INRG Satellite Working Group (see [33], Fig. 10).

When addressing the trade-off between performance (in terms of QoS or, ultimately, QoE
requirements) and power consumption from the point of view of control, modeling of the physical
and virtual phenomena involved may be necessary. In this respect, several approaches may be of
interest and have been adopted, ranging from those based on classical queueing theory, which
lend themselves to performance analysis or parametric optimization for adaptive control and
management policies over longer time scales (with respect to queueing dynamics), to those based
on ML techniques, particularly with regard to functional approximators like neural networks (NNs).
An interesting and original approach in this respect is that of [34], where, assuming the knowledge
of a mathematical model of the dynamic system (e.g., in terms of discrete-time state equations, as
in quite a few cases of control and resource allocation problems in networking), Fixed Structure
Parametrized (FSP) functions (typically, NNs) are adopted for the synthesis of a control law mapping
the system’s state to control actions — which would entail solving an Infinite Dimensional
Optimization (IDO) problem —, thus reducing the IDO problem to one of parametric optimization.

Addressing more specifically the framework of NTNs, the full on-board Base Station (BS)
functionality and the functional split option for regenerative satellite payload as considered by 3GPP
in [35], respectively, are of particular interest for comparison in terms of energy efficiency. The
recently launched SMARTENGG project!, funded by the Malta Council of Science and Technology
(MCST), is investigating some of these aspects. By exploiting a Digital Twin implementation and,
where possible, in-field measurements, the evaluation in terms of energy consumption should
focus on both computational and communication aspects. In particular, the presence of the full BS
functionality is likely to entail higher consumption in computational effort compared to hosting
only DU functionalities; on the other hand, the communication load on the 5G New Radio NG
interface over the Satellite Radio Interface (SRI) in one case and on the interface connecting CU and
DU (F1) over SRI in the other should also be compared. Another point of interest in this respect
concerns the Near-Real-Time RIC placement on-board or in the cloud. The convenience of the
placement may depend on the specific application functionality. As already noted above, a very
relevant research problem should regard the dynamic placement of applications (xApps and
dApps) on the basis of considerations on the trade-off between swiftness of response and energy
requirements. Still, another relevant aspect regarding the functionality of the Near-Real-Time RIC
lies in its potential capability of determining dynamically “the optimal functional split based on the
collected network status data and redeploying the network functions in the CU and DU according
to it", as noted in [36]. When deploying Al/ML algorithms in the RICs, their energy requirements
should be evaluated carefully, particularly for the components that should act onboard the NTN
segment. Actually, these should be less critical from this point of view, regarding the
implementation of FSP control and management strategies on the basis of parameter values
obtained on a longer time scale by training. It is likely that the latter operational functionality will be
executed on Non-RT RICs, which would be located in the cloud. However, it is not to be excluded
that the NTN might be employed for offloading more than application-level computations only: in
the case of federated learning, also tasks related to control algorithms might be offloaded from the
edge cloud to the NTN itself.

6.4.5 NTN for improving energy efficiency

As introduced earlier in Section 6.3.3, the exponential growth in wireless traffic, driven by the
proliferation of mobile devices and the advent of 6G technology, poses significant energy efficiency
challenges for radio access networks. A critical issue is the "zero bit non-zero watt" problem, which
arises as many coverage macrocells are kept active even when there are no users to ensure that the
network is always ready for potential users. This results in unnecessary energy consumption and

I_https//www.um.edu.mt/finance/projectsupport/projectssearch/fundingprog/mecstspaceupstreamprogram

me2023



https://www.um.edu.mt/finance/projectsupport/projectssearch/fundingprog/mcstspaceupstreamprogramme2023
https://www.um.edu.mt/finance/projectsupport/projectssearch/fundingprog/mcstspaceupstreamprogramme2023

onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

operational costs. One of the aims of the work presented here is to tackle this problem by
integrating Non-Terrestrial Network (NTN) components that can dynamically manage network
traffic and reduce energy consumption.

The concept of integrating NTN into terrestrial networks presents a promising solution to the “zero
bit non-zero watt" problem. Our solution involves offloading traffic from terrestrial macrocells to
NTN hypercells, enabled by energy-efficient satellites, HAPs, or even tethered UAVs. By dynamically
offloading traffic, terrestrial coverage macrocells can be switched off or transitioned to low-power
states during periods of low traffic, thereby reducing overall energy consumption and helping us
achieve the “zero bit zero watt” paradigm. Each type of NTN node offers unique performance trade-
offs and complementary advantages towards this end:

Satellites: Ideal for offloading outdoor users at nighttime due to their extensive coverage and the
limited capacity needs during this time of day, although they may face latency and signal
degradation issues.

HAPs: Suitable for offloading indoor users, HAPs provide better spatial reuse, signal penetration, and
lower latency, making them more effective for urban environments.

Tethered Drones: These provide additional offloading capabilities in high-demand areas, offering
flexibility and targeted coverage efficiently as tethering allows to leave the most of the radio on the
ground and bring electricity to the drone.

To optimize this offloading process and assess the potential benefits of the proposed solution,
heuristic algorithm has been designed to minimize the hourly energy consumption of the terrestrial
network while ensuring the quality of service for users. The algorithm prioritizes offloading from
terrestrial base stations with the least traffic volume first, thereby maximizing energy savings by
allowing more base stations to enter sleep mode. Specifically, the algorithm sorts base stations by
hourly traffic rate, offloading traffic from those with lower rates until the capacity constraints at the
NTN hypercells are met.

The selection of the appropriate NTN node (satellite, HAPs, or UAV) to offload each specific user
depends on the user's location, signal quality, and requirements, as well as the local network
capabilities. To ensure a smooth transition of users from terrestrial to NTN cells, robust handover
mechanisms are essential. To guarantee quality of service, sleeping macrocells stations will have to
be activated on time. A true integration of terrestrial and NTN networks will enable the collection of
relevant data and the execution of informed decisions to optimize this energy saving solution and
in turn network performance effectively. This method helps save the non-load dependent energy
consumption of more terrestrial base stations, thus enhancing overall energy efficiency.

To assess performance gains, we focus our analysis on an integrated NTN network based on HAPs
and use system-level simulations with realistic traffic and energy consumption models:

Traffic Modeling: Our simulation uses mobile traffic data from Milan (2015) with 1419 traffic traces,
each for a base station (BS), reported hourly over two months. To reflect current trends, we scaled
these traces to match recent data from 960 4G/5G BSs in China (2020). We followed a four-step
process: averaging the original traces to construct weekly profiles, scaling these profiles to recent
data, selecting the most representative scaled trace, and constructing updated weekly profiles. This
ensured our simulation data was realistic and up-to-date.

Energy Consumption Modeling: We modeled RAN energy consumption using data from over
12,000 4G/5G macrocells in China, incorporating sleep modes. The model includes baseline energy
consumption in sleep mode (EOQ), baseband processing energy (EBB), energy consumed by RF
chains (ETran), power amplifier static energy (EPA), and energy for data transmission (Eout). This
comprehensive model, fitted with real energy consumption values, allows accurate estimation of
BS energy usage based on traffic load, ensuring precise simulations. Additionally, NTN nodes are
considered self-sufficient, contributing to energy savings without consuming additional power.

Our study performs a parametric analysis to evaluate the influence of key parameters, including the
elevation angle of HAPs, the percentage of traditional buildings, and the proportion of indoor user
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equipment (UEs). This analysis helps to understand the conditions under which maximum energy
savings can be achieved. Our heuristic algorithm is employed to minimize the hourly energy
consumption of the terrestrial network. As mentioned earlier, the algorithm prioritizes offloading
from BSs with the least traffic volume first, allowing more BSs to enter sleep mode and thereby
maximizing energy savings. A Monte Carlo simulation process is used to account for variability and
uncertainty in the parameters, such as the proability of line-of-sight (LOS) conditions, indoor vs.
outdoor UEs, and traditional vs. energy-efficient buildings. This approach ensures the robustness of
the simulation results. Table 4 provides a summary of the parameters of our simulation.

Table 4. Simulation parameters.

Parameter Value
Environment Dense Urban
[ 3. maximum fraction of offloaded BSs 0.6
B, channel bandwidth [MHz] 20
fe. carrier frequency |[GHz| 2
d. HAPS height [km] 20
P ;.. transmit power [dBm] 43
Gelement. transmitter gain (single element) [dBi] 8
Gy, receiver gain [dBi| 0
n rows [-] |
m columns [-] 4
1~ . antenna Noise Temperature [K] 290
N, thermal noise power [dBm] -100.96
a, elevation angle values [60°, 707, 80°, 90°]
Portion of traditional building range (30%, 70%)
Percentage of indoor user range (60%. 90%)

The experimental results indicate substantial energy savings through the integration of HAPs into
terrestrial RANs. By offloading traffic to HAPs, energy consumption can be reduced by up to 29%
across the entire week, with even higher savings of up to 41% during nighttime hours. The analysis
shows that during the day, only a small fraction (3% to 15%) of the total traffic is handled by HAPs,
while most of the traffic is still managed by terrestrial BSs. Despite this limited offloading, energy
savings are achieved due to the reduced activity of power-hungry BSs. The parametric analysis,
summarized in Figure 14, reveals the following insights:

Elevation Angle: The elevation angle has the most significant impact on energy savings. Differences
of up to 6 percentage points in energy savings are observed between the smallest and largest
angles.

Indoor UEs: The proportion of indoor UEs affects energy savings, with additional savings of
approximately 3.6% when the percentage of indoor UEs decreases from 90% to 60%.

Traditional Buildings: The percentage of traditional buildings shows a localized effect, with
differences of around 2.5% in energy savings.
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Figure 14. Energy saving at each trial (y-axis) with respect to elevation angle (sample color: the darker the
color, the larger the angle), portion of indoor users (x-axis), and percentage of traditional buildings (sample
size: the larger the size, the more the traditional buildings).

Overall, the study highlights that higher elevation angles, fewer indoor users, and a greater number
of traditional buildings contribute to higher energy savings. The findings underscore the potential
of integrating HAPs into RANs to achieve significant energy efficiency improvements, emphasizing
the importance of optimizing these parameters for maximum benefit. For further details, the reader
is referred to [9].

6.4.6 Dynamic spectrum sharing between NTN and TN

The increasing demand for ubiquitous connectivity and the extensive deployment of cellular
networks have prompted significant concerns about energy consumption in mobile networks. A
novel framework called BLASTER (Bandwidth splLit, user ASsociation, and PowEr contRol) aims to
enhance energy efficiency and network performance by dynamically managing resource allocation
in an integrated terrestrial and non-terrestrial network (TN-NTN) [37]. The framework focuses on
optimizing the association of user equipment (UE), base station (BS) activation, and bandwidth
allocation between terrestrial and non-terrestrial layers to adapt to varying traffic conditions
effectively.

In the proposed integrated TN-NTN system, low-earth orbit (LEO) satellites complement the
terrestrial networks to extend coverage and improve connectivity, especially in remote and rural
areas. Both the terrestrial and non-terrestrial tiers operate in the S-band. The NTNs not only help in
providing extensive coverage, but also significantly support reducing the energy consumption by
enabling dynamic BS activation based on traffic load. This is particularly useful during low-traffic
scenarios, such as during night-time, where NTN can be used to provide blanket coverage and most
terrestrial macro BSs (MBSs) can be turned off accordingly to save energy.

The implementation of BLASTER involves a detailed simulation setup, where the network
comprises both terrestrial MBSs and MBSs hosted on LEO satellites. The total system bandwidth is
strategically allocated between these two tiers, and the association of UEs to BSs is governed by the
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strength and quality of the received signal and the current load on each cell (in TN as well as NTN).
This approach ensures an optimal load distribution and minimizes performance degradation due
to overloaded BSs.

BLASTER's strategy is to distribute the network load optimally across the terrestrial and non-
terrestrial tiers. By adjusting the BS transmit power, activating or deactivating BSs, and managing
bandwidth allocation, BLASTER can reduce the average daily total power consumption of the
network by up to 45% compared to traditional networks following 3GPP recommendations, as
shown in Figure 15. Moreover, the system achieves an average throughput increase of about 250%,
indicating a substantial enhancement in network capacity during high-traffic periods.
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Figure 15. Network Power consumption throughout the day.

Simulation results underline the efficacy of BLASTER in dynamic traffic scenarios typical in rural
settings. The network adapts to hourly variations in UE density, optimizing resource utilization and
maintaining quality of service (QoS) across the network. During peak traffic hours, BLASTER's ability
to manage resources stands out, as it significantly enhances throughput while keeping energy
consumption in check, as shown in Figure 16. Conversely, in low-traffic periods, substantial energy
savings can be realized by leveraging NTNs to handle a larger share of the network load, allowing
for the deactivation of terrestrial BSs without sacrificing coverage or connectivity.
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Figure 16. Network Sum Data-Rate throughout the day.
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In conclusion, BLASTER exemplifies a significant step forward in the design of energy-efficient and
high-performance mobile networks. By seamlessly integrating terrestrial and non-terrestrial
technologies, it not only addresses the immediate challenges of energy consumption and network
coverage, but also provides a scalable model for future network deployments. The flexibility and
efficiency of BLASTER suggest that such integrated approaches will be crucial in evolving network
infrastructures to meet the expanding demands of global connectivity, especially in underserved
regions.

6.4.7 Multi-Access

Seamless commmunication and global coverage are considered important requirements/KPIs for
supporting many 6G use cases like V2X, robotics, AR/VR and multi-modal use cases which need to
transmit ultra-reliable time-sensitive multi-modal data like simultaneous transmission of audio,
video, haptic, accurate-position, speed, velocity, and derived data like body posture, facial
expressions, head movement, objects, and operating environment data. In parallel, as discussed in
Use Case 4 (Section 6.3.4), multiple access technologies will be available in 6G in an integrated
NTN/TN environment and UEs will be equipped with multiple radio capabilities for leveraging such
heterogeneous radio technologies. Due to availability of Multiple Access Technologies, 3GPP is
exploring Multi-connectivity since Release 15.

Even though 3GPP provides multi-connectivity solutions like Multi Radio Dual Connectivity (MR-
DC) to support the non-standalone 5GC architecture (refer to 3GPP TS 37.340 [11], Release 15) and
Access Traffic Steering, Switching & Splitting (ATSSS) to balance the traffic load between 3GPP and
Wi-Fi networks (refer to 3GPP TS 24.193 [38], Release 17-19), it is not truly multi-connectivity, as it
limits the UE to a maximum of only two simultaneous connections. Moreover, MR-DC and ATSSS
are difficult to scale and require complex, intricate configurations, with some variants also requiring
MPTCP/MPQUIC protocols in the network and in the UEs. Unfortunately, this may lead to TCP port
collision and exhaustion when UEs create a large number of flows. Hence, MR-DC and ATSSS may
not be sufficient to fulfill the requirements of above mentioned 6G use cases, as they need multiple
simultaneous connections to deliver multi-dimensional data and services, where each stream of
data and service will have its own set of requirements. Moreover, these solutions add additional
overhead during mobility resulting from complex and intricately coordinated handovers, Handover
Failures (HoF) and unavoidable Handover Interruption Times (HIT), inadvertently affecting seamless
mobility especially in heterogeneous network environments.

Today, NTN networks cannot be directly incorporated into 3GPP to enable global coverage as NTN
components cannot operate independently with 3GPP core network entities like, e.g,, AMF. The
necessary functionality, mechanisms and apparatus to extended 3GPP services to NTN are not yet
in place. However, since NTN will become an integral part of 6G (in addition to legacy accesses),
thereis for the first time an opportunity for several different access technologies to be standardized
within a single 6G communication system. In this regard, an obvious and indisputable problem is
how will different access types be used in 6G? We believe that it could proceed in one of the two
possible directions:

by continuing the current practice of patching the new system to support the legacy access types
or

by building a system that is multi-access by design, wherein an access is treated as just an access
and not as the entire system.

The latter of the two possibilities, i.e., multi-access by design, is what we advocate for. In principle,
access network and core network are two separate pieces of a mobile network, and any changes to
the access network should be supported in the core network, but not lead to the creation of a whole
new core network. Hence for 6G, it is paramount to create a multi-access system by design, capable
of supporting any and all types of access.
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6.4.7.1 Challenges for 6G Mobile Communication Systems

The following challenges and requirements from the corresponding use cases further demonstrate
the need for multi-connectivity in future mobile networks.

Seamless Global Coverage- in addition to increasing rate of end-user mobility, the network
itself could be mobile in 6G e.g., NTN, fast trains providing sub networks to their passengers,
etc. Hence, the challenge of seamless service continuity, especially in a heterogeneous
integrated NTN/TN environment under various mobility scenarios requires further research.

Multi-modal Communications- as mentioned above, many 6G applications require
simultaneous compute, storage and communication sessions with very low latency and no-
service interruptions. Today's standard practice of providing a single session to UE over 1-2
access will longer be sufficient. Since heterogeneous networks will be available in the future
mobile networks, allocating multiple sessions over the resources in heterogeneous networks
based on the requirements of the application will be necessary. However, managing
multiple simultaneous sessions across heterogeneous networks needs further research.

Diverse User Requirements- Since a multitude of advanced and complex applications and
services are expected to be available in 6GC like AR, V2X, haptic-based services, etc,, to name
a few examples, users of these applications will have varied types of requirement unlike the
traditional mobile users e.g., high reliability, including during mobility, increased
throughput, low latency and service continuity, multiple antennas, However, satisfying such
diverse User requirements while simultaneously, ensuring optimally resource utilization in a
heterogeneous network environment needs further research.

Autonomic Core and RAT Network Evolution- traditionally, every new radio access
technology has led to a new corresponding Core Network, resulting in a tight integration
between the RAN and Core Networks. Moreover, in order to co-exist with legacy networks,
additional enhancements are provided e.g,, in 5G muiltiple inter-working architectures are
provided in order to co-exist with 4G and non-3GPP networks. If this trend continues, then
6G will have to provide inter-working architectures for 4G, 5G, NTN and non-3GPP networks,
and succeeding generations will then have to support all the preceding (legacy) networks.
This design choice will certainly not be scalable. The design trend of tightly integrating the
RAN and Core networks with separate inter-working architectures to operate with legacy
networks poses a major challenge for future mobile networks. Further research is needed to
develop a 6G Core architecture with true separation of RAN and Core (remove tight
integration between RAT and Core) such that, a 6G core can simultaneously operate with
any and all types of RATs including legacy RATs and RATs that will be developed in the future.
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7. Multimodal sensing, computing,
communication, and control for 6G
remote operation

Maintaining a human model and digital representation of the physical environment for remote
operation use cases over 6G involves the exchange of multimodal data including haptic, position,
velocity, interaction forces, as well as audio, visual, gestures, head movements and posture, eye
contact, facial expressions, user's emotion etc. Typically, haptic information is composed of two
distinct types of feedback: kinaesthetic feedback (providing information on force, torque, position,
velocity, etc.) and tactile feedback (providing information on surface texture, friction, etc.). The
former is perceived by the muscles, joints, and tendons of the body, while the latter is consumed by
the mechanoreceptors of the human skin. While the exchange of kinaesthetic information closes a
global control loop with stringent latency constraints, this is typically not the case with the delivery
of tactile impressions. In case of non-haptic control, the feedback is audio/visual and there is no
notion of a closed control loop. With voice and data applications driving the designs of modern
communication systems, the future Internet will enable exchange of haptic and other sensory
information which in turn will be a paradigm shift toward Internet of skills and senses [1][2].

In addition to enabling multimodal data transfer, 5G and beyond mobile networks aim to deliver
real-time control, for which, low latency is of critical importance. Hence, the interoperability among
different communication technologies, with different capabilities, e.g, 5G Ultra-Reliable Low
Latency Communication (URLLC), and IEEE Time Sensitive Networking (TSN), is essential. 3GPP
Release 16 featured various architectural enhancements for seamless integration of the two
technologies; however, realizing TSN-like functionality over 5G (and beyond) networks still needs
several challenges to be addressed. In such converged scenarios, a teleoperated robot can be used
tointeract and operate (from a distance) by any connected device. In a tele-robotic system, a human
operator controls the movements of the robot from a distance by sending signals to the robot to
control it, while receiving the feedback that tells the operator the robot has followed the
instructions.

In this section, we refer to the term telerobot as a robot controlled at a distance by a human
operator, regardless of the degree of robot autonomy. Sheridan [3] makes a finer distinction, which
depends on whether all robot movements are continuously controlled by the operator (manually
controlled teleoperator), or whether the robot has partial autonomy (tele-robot and supervisory
control). By this definition, the human interface to a tele-robot is distinct and not part of the tele-
robot. Haptic interfaces that mechanically link a human to a tele-robot nevertheless share similar
issues in mechanical design and control and include haptic interface development. These controls
and feedback signals are called telemetry. In a more sophisticated form of teleoperation known as
Telepresence, the human operator can see what the robot "sees," which gives the operator a sense
of being on location and provides a user with an augmented reality (AR) experience.

Telerobotics encompasses a highly diversified set of fundamental issues and supporting
technologies. More generally, tele-robots are representative of human-machine systems that must
have sufficient sensory and reactive capability to successfully translate and interact within their
environment. The fundamental design issues encountered in the field of telerobotics, therefore,
have significant overlap with those that are and will be encountered in the development of veridical
virtual environments (VEs) [3] or distributed virtual environments (DVEs) in virtual reality
environment such as metaverse, a shared immersive virtual environment.

The evolution of mobile radio networks beyond 5GC is expected to enable new applications and
enhance telerobotics applications, such as remote operation for industry sites, tele-surgery to
extend the coverage of medical services, tele-edutainment and so on. 6G can unlock robotic
applications potentials by facilitating existing requirements and addressing new requirements that
have not been previously discussed or analysed in detail from robotics perspective. In the following,
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we define a number of tele-operations use cases and define their requirements and key
performance indicators (KPIs) to explore potential gaps in existing connectivity technologies.

7.1 Use cases for multimodal remote operation in 6G
systems

Remote operation has attracted significant industrial interest particularly due to the pandemic to
prevent physical contact between the expert and the workers in the factory, so that the expert has
to work from remote locations (e.g., remote inspection, remote certification, remote maintenance,
or remote repair). TACtile and MultiModal (TACMM) use cases for remote operation, including multi-
user, multi-device applications, and their requirements, performance indicators, network
functionalities and service flow are being defined and collected as inputs relevant for 6G network
design.

7.1.1 Remote facilities: Remote operation and maintenance for
uncrewed sites

Remote facilities are uncrewed industrial/manufacturing platforms where human operator(s) are
remote and no human is onsite (e.g., for high-risk or not easily accessible sites), with robots
cooperating and capable of further adopting the details of cooperation. Telerobotic operations may
require Human Robot Interaction (HRI), meaning multimodal information and action exchanges
(e.g., through vocal, visual and tactile means) between human and robot to perform a task in remote
facilities. Wireless infrastructure is required to provide highly reliable coverage for remote operation
(e.g. by using XR and haptic controllers) between the remote operator and onsite robots as well as
communication links between the robots cooperating together and between robots and the
edge/cloud computing entities.

An example for remote facility is offshore drilling which is a dangerous job for rig personnel. Moving
this role onshore increases operation safety yet the remote operators need an immersive
experience (including tactile feedback) from the cyber drill for remote operation and maintenance
on uncrewed platforms. The platform will be controlled remotely by an onshore facility, with arange
of innovations, from a digital twin for trials to uncrewed wellhead platforms, among the new
approaches planned for the remote facility. In addition to the risk, accessibility issues such as Covid-
related restrictions for workers, have demonstrated the clear benefits that robotics, Al, and machine
learning technologies can bring to the industry. Therefore, tactile and multimodal robotic operation
could help enhance safety in oil and gas operations, as well as help to improve efficiency, reduce
emissions and cut costs.

(1) mobile robots can be equipped with 6G ISAC capable UE. (2) Robot(s) interact with human with
implicit or non-implicit task assignment. (3) Robot with local control and Al capability (4) Human
operator(s) are remote and run the operation and maintenance (6) no human is onsite (unscrewed
industrial platforms).

Robot designed for direct interaction with a human. Tele-operation robots may require Human
Robot Interaction (HRI), meaning information and action exchanges (e.g., through vocal, visual and
tactile means) between human and robot to perform a task remotely and with no onsite human
intervention by means of a user interface.
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The remote operator(s) interacting with the off-shore robot(s) get authorized and have
permission to perform remote procedures

The remote operator(s) are trained over Human Robot Interaction (HRI) interface

Robot actuators execute seamlessly to the given commands from remote operator
throughout the operation over network.

I[EEE 19181 and 3GPP XRM & Metaverse features describe main technigues to enable collaborative
operation:

Low latency and reliable communication over regional distance
Multimodality synchronization
Service availability

Predictive digital twin

The rig maintenance is performed remotely and safely without the need to send engineers to the
rig.

Environment model accuracy (including sensing, intelligence, communication)
Environment model convergence time
Connectivity latency, reliability, deterministic, service coverage, etc.

Multimodal synchronization for communication and control for distributed remote
operators

Table 5 [SA1 22.104] highlights which of the 5G KPIs needs to be reviewed to extend the service area
requirements for 6G uncrewed robotic tele-operation.

Table 5: 5G KPIS [3GPP22.104] with highlighted potential requirements on the service area coverage

Use case Characteristic parameter Influence quantity
[3GPP Availability: Reliability: ele Bit rate Message Transfer # of active Service
22.104] target value Mean Time btw | latency Size [byte] Interval UEs Area
[%] Failure
Local Robo >99999 99 > 10 years <2 2 Mbit/s to 250 fo 1ms 1 room
surgery 9 ms 16 Mbit/s 2,000
Tele-surgery > 99.999 9 > 1 year <20 2 Mbit/s to 250 fo 1ms <2 per national
ms 16 Mbit/s 2,000 1,000 km2

Robo Tele- > 09.999 >> 1 month <20 2 Mbit/s to ~80 <20 ms / < 20 per
diagnosis (<1 year) ms 16 Mbit/s 100 km? 100 km? regional

Direction: UL/DL; Survival time: transfer interval; UE speed: static; Clock sync<50Us; Jitter 3-30 ms :3D video, <2ms: haptic
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7.1.2 Dual-User Shared Teleoperation (DUST): Tele-surgery

Dual-User Shared Teleoperation (DUST) configuration refers to structures that have two leader
stations for the collaboration of two operators on one follower console. Tele-operation robots are
tightly collaborating with humans and may require HRI, meaning information and action
exchanges (e.g., through vocal, visual and tactile means) between human and robot to perform a
task in the same space by means of a multimodal user interface. Furthermore, the 6G network
enables remote monitoring and control of the collaborative robots, allowing for greater flexibility in
managing production lines. For example, if a worker needs to adjust a robot's movement or
programming, they can do so from a remote location using a mobile device connected to the 6G
network.

Robots are equipped with 6G ISAC capable UE. (2) Robot(s) interact with human with implicit or
non-implicit task assignment. (3) Robot with local control and Al capability (4) human (expert) in
the loop (Human expert is remote and human operator is on-site) (5) The local and remote surgeons
are trained and have permission to perform such remote procedures.

Collaboration helps improve the task execution in comparison with the same task done individually.
The concept of haptic-enabled negotiation between two operators can be made feasible using this
framework to control the follower console collaboratively through haptic communication. Tele-
operation scenario to allow skilled surgeons/operators to monitor, advise and take over as required
from a distant location.

The depicted example scenario in Figure 17 is tele-surgery/tele-diagnosis- same challenges apply
for industry remote operation where an engineer is remotely supporting/operating the onsite staff.
Cage-free hybrid cell setup based on the industry set up will add the safety requirements for onsite
workers.
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Figure 17: 6G-Tactile-DUST Operation room (OR).

[EEE 19181 [1] and 3GPP TACMM [15] and XRM [l6] features describe main techniques to enable
collaborative operation:

Low latency and reliable communication over regional distance

Multimodality synchronization
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Service availability
Safety-rated monitored stop, collision avoidance

Safety zone setup (cobotic cells/nybrid cells)

The patient/local surgeon authorizes the remote medical intervention.
The surgeon was trained and has permission to perform such remote procedure.

The surgeon controls the patient side card remotely through his surgeon console to perform
the operation

Patient was operated in remote areas, where there is a lack of experienced medical personnel to
perform the needed medical intervention. The patient has now his/her health conditions improved.

The system shall consider edge console computing in order to reduce the latency in the
network: low latency (<20 ms), achievable data throughput, roundtrip interaction delay (<50
ms for ultra-low latency applications and <100 ms for low-latency applications);

The surgeon console and the patient side console shall have connection to THz access point
(Section 1);

The system shall consider the use of Al to manage the patient's data in the 6G network and
help in the medical interventions;

The system can support haptic and tactile technology;

The system can support multi-party (source) data stream synchronization in very low latency
environments;

The system shall consider AR in order to enable holographic image transfer with ultra-
efficient data transmission techniques;

Environment model accuracy (including sensing, intelligence, communication);
Environment model convergence time;

Safety zone update time (including dynamic human behaviour model);
Connectivity latency, reliability, deterministic, service coverage, etc.:

Sensing accuracy;
Multimodal synchronization for communication and control;

Table 6 shares a summary of 5G KPIs requirements and highlights where the number of active UE's
need to be reviewed to extend in the service area requirements for 6G DUST.

Table 6: [3CGPP 22.104] blue arrow highlights where the 5C KPIs need to potentially be extended for
Telesurgery use case.
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Use case Characteristic parameter Influence quantity
[3GPP Availability: Reliability: ele Bit rate Message Transfer # of active Service
22.104] target value Mean Timebtw | latency Size [byte] Interval UEs Area
[%] Failure
Local Robo >99999 99 > 10 years <2 2 Mbit/s to 250 to 1 ms 1 room
surgery 9 ms 16 Mbit/s 2,000
Tele-surgery ~ >99.999 9 =1 year <20 2 Mbit/s to 250 to 1ms < 2 per national
ms 16 Mbit/s 2,000 1,000 km?

Robo Tele- *>09.999 *>> 1 month <20 2 Mbit/s to ~80 <20 ms / <20 pe
diagnosis (< 1 year) ms 16 Mbit/s 100 km? 100 km? regional

Direction: UL/DL; Survival time: transfer interval; UE speed: static; Clock sync<50Us; Jitter 3-30 ms :3D video, <2ms: haptic

7.1.3 Tele-Edutainment

The development of extended reality (XR) technologies (e.g., VR, AR, MR) provides an opportunity to
develop new education and training practices. By adding layers of contextually relevant information
and delivering it visually or by activating other senses with the help of wearable and handheld
devices, AR offers an enhanced picture of the physical environment. Immersive technologies can
make learning a fun and enriching experience, especially for young students, through the use of
immersive classrooms. Virtual environments have the capability to develop children's core skillsand
imagination by providing endless opportunities for exploration and interaction. When engaging in
XR environments, the learning surrounding should be enriched with tactile feedback to enhance
the level of immersion and create a more realistic environment for the user. By adding touch,
learners will also experience social connection with the environment, but also with other human
learners. The learning experience can be enhanced by combining XR technigues with Al-based
object and language recognition, mnemonic-based training exercises and sensory stimulation that
relate to the personal context of the learner.

XR environment;

Al;

haptics;

human-in-the-loop.

Tele-edutainment can be seen as a real-time collaborative activity, which is characterised by
simultaneous support of very high throughput and very low latency across multiple concurrent and
synchronized communications channels. The effectiveness of this use case depends on the ability
to predict the user's movement and emotional expressions, thus, rapidly adapting the data as
needed. Thisis the “user interactivity challenge,” and it enforces ultra-high bandwidth and ultra-low
latency (to ensure interactivity with the content). In addition, perfect synchronization of concurrent
flows will be needed. Contrary to other types of multimedia services (e.g., UHD streaming), ultra-low
latency is required even if dealing with pre-recorded content that does not involve real-time
interaction with a remote party, as the user still interacts with the content simply by changing the
viewing angle and position. Further, highly precise 3D models of the human face, body, and
clothing, as well as recognition and prediction of human movements and facial emotions, and
streaming the data in real time requires compression and decomypression, which come at the price
of additional computation, which will heavily influence the latency incurred. Therefore, a higher level
of compression trades off computation bandwidth and latency vs required networking bandwidth
and latency, and vice versa. Even with compression, streaming of data generated by the capture
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process requires massive bandwidth. For example, a capture of a 3D frame including mesh
geometry is about 5 MB with compression so for real-time performance, an average per frame
transmission of 1-2 Gbit/sec with overhead for compression (< 10 ms) is a must. While people can
experience time delays of approximately 16 milliseconds or greater, the data requirement of 3D
models is assumed to be at terabytes. The real-time holographic transmission requires 10 Gbps or
higher bitrate to use current compression techniques.

holographic commmunications.

low latency (<20 ms), achievable data throughput, roundtrip interaction delay (<50 ms for
ultra-low latency applications and <100 ms for low-latency applications);

Support for processing capability at the edge with <5 ms round-trip time

support of multi-party (source) data stream synchronization in very low latency
environments;

Network quality of service: prioritization of real-time traffic and mechanisms to ensure
consistent performance across different network conditions; possibly support for dedicated
network slices.

The system shall consider AR in order to enable holographic image transfer with ultra-
efficient data transmission techniques.

The system may provide multimedia conversational communication services between two
or more users to enable real-time interaction.

Robust security and privacy

End-to-end encryption for all coommunications (e.g., AES-CCM with 256-bit key
length for symmetric encryption or Curve25519 for asymmetric encryption) with
encryption performance at latency overhead: < 2ms for encryption/decryption and at
least 5 Gbps throughput to handle high-quality VR video streams.

Secure authentication and access control systems: Secure, encrypted channels for
real-time updates of shared virtual objects and verification of data integrity for
synchronized elements: < 50ms.

7.1.4 Meta-collaboration: XR enabled collaborative engineering

Since the industrial age, engineering design has become an extremely demanding activity.
Collaborative and concurrent engineering occur as a concept and methodology at the end of the
last century and was defined as a systematic approach to integrated co-design of products and
their related processes. The diversity and complexity of actual products require collaboration of
engineers from different geographic locations to share ideas and solutions with customers and to
evaluate products development. VR and AR technologies have found their ways into critical
applications in industrial sectors such as aerospace engineering, automotive engineering, and
medical engineering. The range of technologies include Cave Automatic Virtual Environment
(CAVE) environments, reality theatres, power walls, holographic workbenches, individual immersive
systems, head-mounted displays, tactile sensing interfaces, haptic feedback devices, multi-
sensational devices, speech interfaces, and mixed reality systems. One of the key challenges is how
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to enable a distributed virtual environment (DVE) allowing multiple users from different
geographical locations (some of them are present at the same location) to interact over a network.

All the performed tasks and knowledge acquired both in the physical world and metaverse will be
shared in a DVE (with the corresponding 6G communication subscriptions) for collaborative and
cooperative engineering in their product design with engineers participating locally and remotely,
e.g., to work together with several partner companies to design and produce a new model of aero-
plane engine. Some engineers use mobile phones or computers (as well as the necessary XR devices
and tactile gloves) to attend such engineering meetings.

r ‘\Ru.“
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Figure 18: a: XR enabled collaborative and concurrent engineering in product design; (Source:
httpsy//vrtech.wiki/); b: Illustration of Collaborative Workspace (Source: ESI-Icido GmbH) [3GPP metaverse
feature]

(1) Adistributed virtual environment set up for collaborative engineering in the product design with
engineers participating locally and remotely, (2) engineers use mobile phones, computers, the
necessary XR and multimodal devices, with the corresponding 6G communication subscriptions, to
attend such engineering meetings, (3) mobile metaverse services have subscribed with different
network slice for these different types of service, and different QoS for different flows accordingly for
better user experience (4) strict security requirements for user identity management and data
security to protect the sensitive business information.

I[EEE 19181 and 3GPP TACMM, XRM and Metaverse features describe the main technigues to enable
collaborative operation:

Low latency and reliable communication over local and regional distances;
Multimodality synchronization;

Service availability.

Latency, data rate, and reliability;

Mobile metaverse media support among multiple users;

Native support for mobile metaverse services;
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User Identity management;

Data security.

Table 7 [18] highlights where the 6G KPlIs need to be reviewed to extend the number of active UEs
in the service area requirements for 6G metaverse tele-collaboration.

Table 7: Typical QoS requirements for multimodal streams [3GPP TACMM feature]

s | viseo | ausio

Jitter (ms) <2 <30 <30
Delay (ms) <50 < 400 <150
Packet loss (%) <10 <1 <1
Update rate (Hz) >1000 > 30 > 50
Packet size (bytes) 64-128 <MTU 160-320
Throughput (kbit/s) 512-1024 2500 - 40000 64-128

7.1.5 AMR remote control in a future factory

Autonomous Mobile Robots (AMRs) play a critical role in the industrial sector by automating
material handling and transportation tasks, replacing manual labour. These vehicles are equipped
with advanced sensors and collision avoidance systems to ensure safe operations, especially when
interacting with humans and other machines. AMRs offer the flexibility of being programmable and
reprogrammable, allowing them to handle various tasks and adapt to changing production
requirements. As a result, AMRs contribute to the development of efficient and secure industrial
assembly and operation lines. AMR can be divided in operation in indoor, outdoor and both indoor
and outdoor areas. These environmental conditions have an impact on the requirements of the
communication system, e.g., the handover process, to guarantee the required cycle times [17].

As smart manufacturing and Industry 4.0 trends continue to mature, AMR technologies are
receiving increasing attention due to their significant applications in various industry verticals.
However, the current development and implementation of AMRs primarily follow a control-centric
paradigm [28], focusing on the design of complex control algorithms and leveraging sensory
capabilities. The shortcomings associated with this approach are becoming apparent. For instance,
it is unable to handle versatile operational environments and has difficulties in perceiving the
environment. Communication-based control offers an alternative to the conventional control-
centric approach while overcoming many of its limitations [29][30]. This alternative approach places
emphasis on the exchange of information and communication among the various components of
a robot system, by establishing or leveraging effective commmunication channels. It fosters
coordination and collaboration among different subsystems of a robot. The concept of
communication-centric control has been extensively explored in the literature and has
demonstrated significant benefits, particularly when combined with the capabilities of advanced
communication networks. That paradigm will simplify the design of AMR systems, to create a more
streamlined and interconnected network of subsystems, so as to offer new opportunities for
efficiency and productivity. An illustration of the Toshiba's AMR testbed for handling pallets with
varying sizes and shapes is shown in Figure 19.
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Figure 19: lllustration of the AMR testbed for handling pallets with varying sizes and shapes.

1) AMR node equipped with a rich set of sensors and able to share the locally sensed information
observations through the 6G wireless interface/network. (2) AI/ML techniques network
management/support of the networks. (3) Communication and control co-design techniques.

It is anticipated that more benefits can be realized by embracing future 6G for AMR control. While
the specifications and standards of 6G are still being defined, its most prominent features are ultra-
reliable and low-latency connections, native Al support, and cloud/edge intelligence
enhancements. As a result, the following advancements can be envisioned in AMR solutions
empowered by 6G. (1) Enhanced AMR robot coordination ability: With 6G connectivity, the
coordination ability of AMR robots can be further strengthened. Through rapid data sharing, these
robots can exchange operational states swiftly, enabling them to make informed decisions based
on collected observations. (2) Empowered real-time data processing and remote control: The ultra-
reliable and low-latency connections offered by 6G will empower AMR systems with real-time data
processing and remote-control capabilities. This becomes particularly valuable in specialized
application scenarios, such as those involving high temperatures or pressures that restrict human
on-site operations. In such cases, remote control of AMRs proves extremely helpful. (3) Improved
scalability: Leveraging the native Al support of the 6G network, AMR control can implement various
types of distributed ML algorithms. This enables AMR control to be conducted in a partitioned and
hierarchical manner, significantly enhancing the scalability of the AMR system [31][32]. (4) Enhanced
co-design: The communication and control co-design approach involves joint design and
optimization of communication and control systems, where the former plays the critical role of
communicating control information and feedback signals among system components. This
approach can be further empowered by incorporating 6G connectivity, as it is expected to offer
enhanced robustness, agility, and deterministic behaviour. By leveraging the capabilities of 6G, the
complexity of co-design can be reduced, leading to improved performance in AMR systems. (5)
Automated planning of complex tasks: By harnessing the native Al capabilities of 6G and leveraging
associated cloud/edge intelligence, the future AMR system is expected to achieve automated
planning of complex tasks. This includes determining optimal paths and collaborative methods for
the robots. The control policies of the AMR system can be managed in a unified manner,
streamlining operations.

Cloud, distributed and hierarchical computing and machine learning supported by 6C
networks;

multi-service edge-intelligence control paradigm,;
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Autonomous planning of AMR;

Communication technologies that employ different frequency bands (IEEE 80211 2.4-CHz
and 5-CGHz frequency bands).

Low response times (<20ms) and deterministic connectivity
AMR self-localization (centimetre-level) leveraging the 6G ISAC feature

Holistic information/task exchange and synchronization mechanism among AMR robots for
communication and control co-design.

7.1.6 Remote driving

Remote driving, also known as teleoperation, is an emerging field in the domain of autonomous
vehicles that aims to enable human operators to remotely control vehicles from a distant location
[33]. With advancements in communication technology and the increasing deployment of
autonomous vehicles, remote driving has gained significant attention for its potential applications
in various industries such as transportation, logistics, and public safety. Remote driving systems
typically involve a combination of high-speed data transmission, sensor feedback, and control
interfaces that allow operators to perceive and interact with the vehicle's surroundings in real-time.

Multimodal learning and communication are effective enablers for interaction and understanding
between human operators and autonomous vehicles. Through the integration of multiple sensory
modalities, such as visual, auditory, and haptic feedback, operators can gather comprehensive
information about the vehicle's surroundings and make informed decisions. Multimodal
communication can facilitate bidirectional information exchange between the human operator
and the vehicle. The communication requirements for remote driving include:

Traffic Direction: Bidirectional traffic between the human operator and the vehicle.

Traffic Type: Includes control signals, sensor data, video/audio streams, and system status
updates.

Burst Size: The burst size can vary depending on the specific application and the frequency
of data updates. For instance, control signals might have small burst sizes as they convey
concise instructions, while video/audio streams could have larger burst sizes due to the
continuous transmission of sensory information.

Reliability: Reliability is a critical requirement for remote driving communication.

Latency: Latency requirements typically aim for values below 100 milliseconds, and certain
applications might require even lower latencies in the range of 10 to 50 milliseconds.

Average Data Rate: The average data rate is the amount of data transferred per unit of time.
It depends on the specific communication requirements of the remote driving system,
including the complexity of the control signals, resolution of video streams, and the
frequency of sensor data updates.

Vehicles equipped with cameras, LIDAR, radar, GPS, accelerometers, steering and braking systems.
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Current standardization activities for the next generation wireless connectivity in vehicular
networks are based on orthogonal frequency division multiplexing (OFDM) as by 3CGPP NR V2X. In
3CPP TR 22885, there exist the following three different types of V2X: Vehicle-to-Vehicle (V2V),
Vehicle-to-Infrastructure (V21), Vehicle-to-Pedestrian (V2P) Communications. The support of V2X by
3GPPis provided over the PC5 interface by sidelink (SL) transmissions. The main characteristic is the
use of mini-slot scheduling, which allows to schedule transmission of a slot for latency-critical
services. Improved localization of vehicles is made possible using large antenna arrays, and the
exchange of safety-based (V2X, ETSI-compliant) messages. Another aspect is the definition of the
resource allocation modes, where the base station schedules the resources, and, which lets the user
equipment (UE) autonomously select the SL transmission resources. In the USA, The Federal
Communications Commission (FCC) has endorsed the C-V2X as the standard for automotive uses.

Remote driving encompasses various key features, including driver alerting and
environmental awareness. Level 1 communication primarily relies on CAM (Cooperative
Awareness Messages) and DENM (Decentralized Environmental Notification Messages). The
transmission frequency can reach up to 10 Hz, such as in the case of emergency vehicle
warnings, or lower frequencies for roadwork warnings;

sensor orchestration that can be distributed with tight latencies;

Distributed antenna deployment with 10-100 CHz bandwidth in support of fast
association/disassociation with RSUs and strict air-interface jitter (<1 ns);

Fully Al-based communication and sensing is required to support control and
programmability;

For this use case, the Connected and Autonomous Vehicles (CAVs) require (i) High-
frequency Communications Communication systems operating in the mmWave (30 -100
GHz), sub-THz (100 - 300 GHz), THz (300 GHz - 10 THz) and optical (> 10 THz) bands are
envisioned to be pillars of 6G V2X networks [34], (ii) resilient Network Technologies and smart
V2X protocol architectures to handle the complex mission critical interactions that require
flexible computing and communication frameworks;

Other important requirement is related to sensing and localization which 6GC V2X
connectivity can handle through orchestration of sensing by sharing the measurements
over a common virtual bus, by joint communication and sensing networks, hybrid
positioning when GNSS signals are discontinued.

7.1.7 Emergency access to buildings in case of disasters

First responder services such as fire fighters and search and rescue units are frequently exposed to
challenging access to indoor environments in a search for affected persons or animals. The main
obstacles include sudden changes of connection quality and positioning accuracy while moving
between outdoor and indoor environment, and lack of information about the indoor environment.
Information about the location and current status of victims are also usually unavailable or possibly
inaccurate. In such a situation, the team might easily take wrong decisions that will reflect on the
time spent in search and rescue mission and increase the chance of mission failure.

This use case requires multimodal communication, sensing and positioning to demonstrate how
the team of humans and uncrewed autonomous mobile vehicles can access the building. During
the mission critical emergency operation, it is of utmost importance to maintain uninterrupted and
Quality of Service (QoS)-aware access to communication and compute resources to receive relevant
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multimodal data streams and execute needed Al inference models while receiving reliable
information on position and status of affected entities within the building. The future solutions in
6G environment will use evolving wireless infrastructure (6G, but also augmenting next-generation
Wi-Fiand Li-Fi technologies) supported by UAV nodes and next-generation 6G ambient loT sensors
[101] integrated with Al/Edge compute platform components both attached to
humans/autonomous vehicles and deployed at network edge close to base stations to support the
required resilience and efficiency. Exploiting AR/XR technologies, positioning in an unknown indoor
environment and interaction with surrounding sensors, future first responders may rely heavily on
multimodal learning, inference and multimodal positioning services to support optimal decision
making [102].
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Figure 20: Enabling technologies for 6G multimodal public safety services.

Multimodal communication, sensing and positioning may significantly improve the prospects of
search and rescue mission by augmenting the perception of human and robotic actors through
exchange of multimodal content between the relevant devices and infrastructure. To be able to
benefit from the full capacity of such services, the future buildings in urban environments should
be covered by both outdoor and indoor cellular technologies augmented with next-generation Wi-
Fi and Li-Fi deployments. Additional 3D networking support from on-site deployed UAVs is needed
in case of major disruptions of cellular infrastructure. Access to beyond-5G multimodal services
through AR/XR equipment (e.g., AR/XR glasses) and their seamless information exchange with
surrounding ambient indoor loT sensors underlies the possibility for augmented perception of
emergency crews. This is complemented by further improvements of indoor positioning, tracking
and mapping including the seamless transition from outdoor to indoor environments that should
be provided by upcoming wireless cellular technologies at any location.

The discussed scenario depends on the number of technological enablers:

Integrated and flexible air interface for 3D wireless commmunication and sensing, that
supports seamless user communication with terrestrial and aerial nodes and acquisition and
exchange of sensing information

Further integration of Al in 6G RAN that goes beyond current 3GPP efforts, enabling efficient
and distributed execution of multimodal learning algorithms at end users and edge
infrastructure
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Pervasive ambient short-range low-energy (including zero-energy) loT connectivity through
novel massive loT-enabling sidelink interfaces that support sidelink relaying and multi-hop
ambient loT configurations

Evolution of multimodal high-throughput communications to support future AR/XR
services and their integration with surrounding ambient loT and on-board or edge-Al
compute infrastructure for provisioning future augmented perception services.

Enhanced positioning, tracking and mapping indoor infrastructure integrated in 6G that
exploits all available multimodal information sources to establish highly accurate
positioning of objects in indoor environment and seamless positioning service transition
between outdoor and indoor spaces.

Various service KPIs will have to be improved compared to today's technologies in order to enable
efficient in-building disaster relief services:

Latency is anticipated to be further reduced to sub-1 millisecond level, with objectives
targeting as low as 0.1 msin certain ultra-reliable and low-latency communication scenarios.
This improvement is pivotal for applications necessitating instantaneous response times
among indoor autonomous vehicular and aerial units and their mutual interaction and
interaction with human units in real-time.

Data rate expectations for 6G are set to reach unprecedented peaks, aiming for up to 1 Tbps
to accommodate the exponential increase in data consumption driven by immersive
augmented and virtual reality applications, enhanced holographic content, and advanced
media streaming services. This requirement will be relevant for indoor disaster recovery
missions by enabling richer and more immersive crew experiences.

Localization accuracy will see significant improvements, with 6G networks expected to
achieve centimetre-level precision, facilitated by integrated sensing and communication
technologies. This high level of accuracy will be instrumental in safety scenarios requiring
precise location information of many surrounding entities, supporting both outdoor and
indoor uncrewed ground or aerial navigation, and automated exchange of critical
positioning information for augmented reality services.

Integrating Al with 6G will lead to more intelligent and autonomous network operations,
including predictive reactions during search and rescue missions, dynamic resource
allocation and decision making, and enhanced network security. Al integration will play a
critical role in optimizing network performance and user experiences while minimizing
operational costs and energy consumption.

7.2 State-of-the-art and discussion topics

Significant recent interest in multimodal remote operation use cases is evidenced by academic
publications [1]-[12], industrial demonstrations [2] and recently started research projects for remote
operation which demands a reliable and stable network operation. For high precision tele-
operations Tactile and multimodal robots can be used in a variety of use cases such as Tactile
Internet with Human-in-the-Loop (TaHiL) [23], smart factory [24], emergency [25], and medical use
cases [20].

Tactile Internet is indeed the innovation leap enabling wireless remote control of collaborative
robots over mobile network, which is currently revolutionizing several sectors such as healthcare,
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manufacturing, agriculture, construction, and logistics [6]. As 2G and 5G were the media for
communicating voice and mobile data, Tactile Internet is the medium where haptic
communications take place [2]. However, to fully realize Tactile Internet, apart from extremely high
reliability (seven nines) and low latency (less than 1T ms), 6G needs to provide also extremely high
data rate to support the complementary high definition 4K/8K 180°/360° video for XR/VR
applications to provide a fully immersive experience for the remote human operator [6].

Since the introduction of 1G to 4G mobile networks, every odd-numbered generation (1G and 3G)
has introduced new mobile services (voice and data, respectively) to business customers, while the
even-numbered generations (2G and 4G) have democratized this and extended those services to
ordinary customers [6]. Extrapolating this trend, besides enhanced mobile broadband for
consumers, 5G was the first generation introducing URLLC and promising the introduction of
Tactile Internet. However, URLLC and haptic communication services are currently limited to
vertical industries. Hence, 6G is expected to be the first generation extending URLLC and haptic
communications from vertical industries to every individual citizen to provide an infrastructure to
support remote control and mobile robotic solutions for everyone — realizing the vision of Personal
Tactile Internet [6]. In terms of communication requirements for Tactile Internet applications, there
are further constraints that must be faced. With regards to sensors and data acquisition, many of
these devices must share their information at high data rates to ensure the Quality of Experience
(QoE) of the user. This aspect is currently being researched and studied [7] to improve scheduling
algorithms at MAC level. These enhancements include the introduction of Quality Indicators (Ql)
required for the application to modify the performance of the network, and thus the user QoE.

In parallel, the Internet has drastically evolved over the past three decades - going from the fixed
Internet, connecting personal computers, which fuelled the economy in 1990s and 2000s, to the
mobile Internet, connecting mobile phones and tablets in late 2000s and 2010s. The Internet then
evolved to Internet of Things, connecting every single object (big or small) in the physical
environment, which enabled a wide spectrum of smart applications based on loT connectivity. The
introduction of loT was also a starting point for the coexistence of radio-based sensors (e.g., Radar
and UWB indoor localization) with wireless cormmunication interfaces. Now, with the deployment
of 5G and the realization of Tactile Internet, the Internet is evolving into the Internet of SkKills,
enabling the delivery of specialized skills (surgery, maintenance, engineering, design, etc.) through
the Internet anywhere in the world rather than content delivery over the current Internet [2]. This
relies on real-time multimodal communications using voice, video, and haptic data across the
globe. However, the required latency of the Internet of Skills is between 1T ms and 10 ms, which
reduced the communication distance between 100 Km and 1000 Km, under typical network
conditions [10]. Using Al for predicting the model and the network latency, this can be extended to
tens of thousands of kilometres [8].

Digital twin is another cornerstone of remote operation and networked control use cases over 6G,
which produces a digital replica of the physical and biological worlds at every spatial and time
instant unifying the user experience across the physical, digital, and human worlds. To create an
accurate and up-to-date twin of the physical world for seamless interactions with the remote
operator and controller, an enormous amount of capacity with ultra-low latency and high reliability
is required. Any excess delay, jitter, or packet loss in updating the digital twin and/or applying the
control signal may significantly compromise the user experience and even destabilize the control
system, which may result in severe consequences [9]. Apart from Terabit per second data rate,
massive capacity, and supporting URLLC at scale, 6G is expected to 1) integrate radio sensing into
RAN infrastructure for better use of spectrum and unified hardware design supporting both
functionalities; 2) unify computing resources distributed across multiple edge nodes and the cloud
that can be managed by different operators; 3) support multi-sensor fusion for better
environmental awareness and mixed-reality experience; and 4) enable actuation to control the
physical processes. On the user device side, new human-machine interfaces need to be developed
for multimodal interaction (including haptic modality) between the human operator and the
digital/physical world. These augmented reality user interfaces will enable efficient and intuitive
human control of the physical, virtual or biological worlds. Last but not least, new security and
privacy preservation and trust mechanisms need to be developed in order counteract new security
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attacks on multimodal 6G communication networks, e.g. jamming attacks on industrial networks
coming from outside the industrial facility, which makes physical protection insufficient [9]. A key to
the 6G development is to provide a unified, distributed, and agile framework to enable data
pipelines coming from the entire sensing stratum that includes distributed endpoints (e.g,
embedded devices) with sensing and actuating capabilities, edge platforms (e.g., edge/cloud
computing servers, fog nodes, micro-datacentres), and remote cloud datacentres [100].

In the following, we provide existing activities in the area including projects, platforms, and data sets
available for multimodal research and analysis.

7.2.1 Multimodal teleoperation related projects

Multimodal sensing, communications and control enabled remote operation use cases, testbeds
and pilots dominate demonstration aspects of majority of recent 6G-focused research initiatives.
Extreme and conflicting requirements for data rates, latency, reliability, Al/ML integration present
in multimodal remote teleoperation use cases described in the previous section need to be verified
in pilot proof-of-concept demonstrators which is a commonplace ambition of 6G research
initiatives. In Europe, as part of 6G Smart Networks and Services (SNS) framework within Horizon
Europe research and innovation funding managed by European Commission, the first batch of 35
projects have been approved. In the table below, we present a representative sample of research
projects, mainly funded by 6G SNS scheme, that develop use cases, testbeds or field trials in the
domain of remote multimodal operation over 6C.

Table 8: Multimodal teleoperation related projects

Related Field trials and use . ..
Description

projects cases

This cobot testbed is part of a larger open Industrial loT testbed
which has been deployed in the UK. It relates to warehouse
: robotics, which aims to permit flexible experimentation using
Swarm robotics and : . : )
Umbrella . different end devices to evaluate algorithms or new practical
other Industrial 10T use - : )
application scenarios as each robot node supports multiple
sensors and a number of wireless commmunication technologies
[35].

AR/VR to support
design, manufacturing
and training

Monitering and tracking 5C-encode is a collaborative project in the UK, aiming to develop

5C-encode . " clear business cases and value propositions for 5G applications
of time sensitive assets . o
. } ; in the manufacturing industry.
Wireless real-time in-
process monitoring &
analytic
The first use case focuses on the design of industrial products
that require collaboration of engineers from different locations.
Using 6G XR tools, designers can work on the same product
XR-driven edge- design simultaneously thus avoiding costly and time-
enabled industrial BSG  consuming travel. In the second use case, autonomous trams
VERGE applications integrate multimodal sensors such as lidar, radars, GNSS, IMU,
Edge-assisted infrared and visible cameras to promptly detect and avert
Autonomous Trams critical situations. Due to a high computational complexity,

computation is partly offloaded to the edge, where it is fused
with other smart city loT data for improved situational
awareness.
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Related Field trials and use

. Description
projects cases

Extreme eMBB for

immersive Extended
ADROIT-6C Reality

Extreme URLLC for

collaborative robots

The ADROIT-6G use cases will aim to: 1) demonstrate the
proposed Al network architecture to support holographic
telepresence services, 2) focus on distributed and collaborative
robot and drone systems.

Idiada focuses on 5G and beyond technology use cases and
ek Al e v demonstration_s inthe domain of cooperative perception of
testbed connected vehicles and digital road twins. RWTH Aarched

TARGET-X Industry Campus Europace is a large-scale 5G industrial testbed
RWTH Aachen Industry for connected robotics (lineless mobile assembly lab),
CampLs Europac connected construction site and connected and smart energy
grid.

T e Support for a large number of beyond 5GC use cases in the

TRIALS-NET domain of infrastructure, transportation, eHealth, culture,
for beyond 5G . :
tourism and entertainment
Three large-scale test infrastructures in Greece, Norway and
FIDAL Eiclel i e bevans 56 Spam targetmgAtheA augmentation of human capabilities,
media and vertical industry players to perform advanced large-
scale field trials.
Four advanced 5GC experimental facilities in Norway, Spain,
Large-scale Portugal and France to support firefighting and forest
experimentation surveillance, port surveillance and inspection, crisis
IMAGINEBS5G S : : ) o :
facilities for various use  management, media production, localisation for transportation
cases and field trials. and logistics, telepresence-aided maintenance, Industry 4.0,
education, smart agriculture and forestry.
Automated Fully configurable, manageable and controlled end-to-end
6G-SANDBOX experimentation networks, composed of both digital and physical nodes on
capabilities througha  distributed infrastructure located in Malaga, Oulu, Athens and
rich toolbox. Berlin.
Deliver an evolvable 6G experimentation facility that will
6G-BRICKS Building reusable integrate 6G technologies and federate two testbeds to
testbed infrastructure  validate and showcase advanced use cases in holographic
communication, metaverse and digital twinning.
exoerimental research 6G-XR will develop an experimental infrastructure
inf?astructure o demonstrating the performance of key B5G/6G candidate
6G-XR technologies, components, and architectures and focusing on

enable next-generation

YR services demanding immersive applications such as holographic, digital

twins and XR/VR.

7.2.2 Multimodal Datasets

Many of the possible tele-operation use cases rely to some extent on extended reality (XR), as a
group of technologies that seek to enhance and expand human perception of the physical world.
The interactions between the multimodal sensors and the wireless network are studied in [59],
where the data exchange between the algorithms and their hardware requirements are analysed,
leading to the identification of the required network key performance indicators (KPIs).

An XR offloading IP traffic dataset is available in [60], which can be used for simulation or
prototyping. It contains traffic traces that have been captured using a novel implementation of a
Transmission Control Protocol (TCP) for XR offloading. Besides, a full stack 5G Radio Access Network
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(RAN) emulator fully scalable in terms of users and throughput handling capabilities is described in
[61]. DeepSense 6G [62] is a multimodal dataset that comprises coexisting multimodal sensing and
communication data, such as camera, GPS data, LiDAR, and radar, collected in 30+ scenarios and
over several locations covering a diverse vehicular, drone, RIS, human, robots for indoor/outdoor
scenarios are designed based on realistic wireless environments to enable different novel
applications. A list of other available datasets mainly from IEEE DataPort platform are listed in Table

9.

Dataset for Influence
of Visual and Haptic
Feedback on the
Detection of
Threshold Forces in a
Surgical Grasping
Task [63]

Opportunity++: A
Multimodal Dataset
for Video- and
Wearable, Object and
Ambient Sensors-
based Human Activity
Recognition [65]

VibTac-12: Texture
Dataset Collected by
Tactile Sensors [67]

A Unified Perception
Benchmark for
Capacitive Proximity
Sensing Towards Safe
Human-Robot
Collaboration (HRC)
[68]

ExoNet Database:
Wearable Camera
Images of Human
Locomotion

Environments [69)]

Multimodal grasp
data set: A novel
visual-tactile data set
for robotic
manipulation [71]

Table 9: Publicly available multimodal dataset

Tactile, multimodality,
Haptics, surgical robotics

Al and machine learning
research focused on the
multimodal perception
and learning of human
activities

Signal feature extraction
method and the Fourier
transform as input to
machine learning
classifiers

The perception gap
between tactile
detection and mid-range

Large-scale hierarchical
database of high-
resolution wearable
camera images (i.e,
egocentric perception)
of legged locomotion
environments

Integration of visual and
tactile data for
understanding the
grasping process and
deeper analysis of
grasping issues

Anova analysis; Force threshold
Vs Iteration analysis; Threshold
force analysis

19.75 hours of sensor data
annotated with multiple tracks;
sensors placed on the objects
produced a total of 392 hours of
annotated data; Overall, the
dataset comprised of more than
24000 unique annotations

3D accelerometer recordings;
sound recordings

Speed and Separation
Monitoring (SSM)

Power and Force Limiting (PFL)

Capacitive Proximity Sensors
(CPSs)

Over 5.6 million RGB images of
indoor & outdoor real-world
walking environments

Approximately 923,000 images
in ExoNet were human-
annotated using a novel, 12-
class hierarchical labelling
architecture

2550 sets data, including tactile,
joint, time label, image, and
RGB and depth video

Data in brief, Elsevier
2022 [64]

Frontiers in Computer
2021 [66]

IEEE Access 2020+
publication record from
2010 [67]

I[EEE ICRA, 2021 Xi'an,
China + Based on ISO/TS
15066 [68]

Frontiers in Robotics
and Al 2020 [70]

International Journal of
Advanced Robotic
Systems, Sage Journals
2019 [71]
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Learning hand-eye
coordination for
robotic grasping with
deep learning and
large-scale data
collection [72]

Complex urban
dataset with multi-
level sensors from
highly diverse urban
environments [73]

Create: multimodal
dataset for
unsupervised
learning and
generative modelling
of sensory data from a
mobile robot [74]

Hard dataset and
normal dataset for
robotic tactile sensing
[76]

Tactile Information
Dataset TacAct:
Physical Human-
Robot Interactions
[78]

First experiment:
Learning-based
approach to hand-eye
coordination for robotic
grasping from
monocular images.

Second experiment: test
transfer between robots,
how data from a
different set of robots
can be used to aid
learning

Light Detection and
Ranging (LIDAR) and
image data acquired in
complex urban
environments

Mobile robot that can
navigate and learn
multimodal
representations of its
environment

Tactile sensors for
detecting grasping
stability and slip
detection during lifting
of objects

Tactile intelligence for
human-contact safety to
complement visual and
auditory information for
human-robot interaction

First experiment, about 800,000
grasp attempts using between
6 and 14 robotic manipulators
with differences in camera
placement and gripper wear
and tear.

Second experiment with
different robotic platform and 8
robots to collect a dataset
consisting of over 900,000
grasp attempts.

LiDAR sensor data (2D and 3D),
navigation sensor data with
commercial-level and high-level
accuracy, stereo camera images
of the environment, position
information of the vehicle
estimated through
simultaneous localization
mapping (SLAM)

Stereo RGB images, stereo
audio, inertial measurement
unit (accelerometer, gyroscope,
magnetometer), odometry,
battery current, motor
velocities, infrared and contact
sensors, atmospheric pressure,
air temperature

PVT points of robot arms and
grasping
parameters/timestamp of
gripper, tactile files with
timestamps, images of each

grasping

Real-time pressure distribution
of 50 subjects who performed a
total of 24,000 touch actions

7.2.3 Standardisation and related industry initiatives

(oneec)

Papers/others

International Journal of
Advanced Robotic
Systems, Sage Journals;
2019 [72]

International Journal of
Advanced Robotic
Systems, Sage Journals;
2019 [73]

IEEE Dataport 2018,
updated 2022, Linked
paper: Optimality of
inference in hierarchical
coding for distributed
object-based
representations [75]

IEEE Dataport 2022,
Linked paper: A Robotic
Grasping State
Perception Framework
with Multi-Phase Tactile
Information and
Ensemble Learning [77]

Data available on
Zenodo, doi:
10.5281/zenodo.5138841
[78]https;//zenodo.org/r
ecords/5138841

Relevant Standardisation activities for multimodal remote operation are further discussed in the

following:

Tactile internet P19181.1 standard [1] was the first standardization activity for haptic communication
started in 2017. IEEE P1918.1 has been further adopted in 3CPP 5GS Specs [27] in TACMM [15], XRM
features [16], Cyber-CAV [17] and Metaverse [18] as well as in IEC TC100 PT63448 [19], standardizing
ultra-low latency communication for control-centric applications, addressing the use case
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requirements and enabling technologies. IEEE P1955 [20] is a recent standard for 6G empowering
Robotics: Use Case Scenarios, Requirements, Architectural Impact, and Technical Assumptions. This
standard defines a framework for 6G empowering robotics applications. The framework
incorporates potential robotics use case requirements, 6G enabling technologies, and defines the
architectural impact necessary to enhance robotics and automation processes.

The European Telecommunication Standard Institution (ETSI)'s Industry Specification Group (ISG)
on ISAC [21] concentrates on pre-standards research efforts on ISAC with a focus on use cases,
channel models, key performance indicators, and evaluation assumptions, for subsequent
evaluation by standards organizations. This includes defining a prioritized set of 6G use cases and
sensing types, developing advanced channel models for these use cases, specifying performance
indicators and evaluation methods, studying system and radio access network architectures for 6G,
addressing privacy and security aspects in the context of 6G sensing data, and studying the
potential impact of widespread ISAC deployments.

IETF Tactile Internet was also discussed in a number of groups within IETF, primarily as a use case
that demands improved networking technologies that satisfy its stringent resource requirements
namely, INTAREA working group [81] presents the service requirements for haptic and Tactile
Internet use cases. Activities in Network Function Virtualization (NFV) Research Group (NFVRG) [22]
suggests that a combination of radio access and core network components must be isolated into
network slices for addressing specific requirements of emerging use cases, such as Tactile Internet
services.

From the outset, 3rd Generation Partnership Project (3GPP) 5C System (5GS) was designed to
provide service-based, highly reliable (e.g., URLLC, Time Sensitive Communications (TSC), Edge
Computing) low latency communications and enablers for Industrial Automation, e.g.,, Network
Analytics and Network Slicing. Although great progress was achieved, many existing and new Use
Cases still remain to be addressed, e.g,, UCs with stringent requirements, as those needed to
support tactile and multimodal commmunication services over the 5GC system. To address these
challenges, 3CPP TR 22.847 [15] (multimodality SAl feature) and 3GPP TR 23.700 (XRM SA2 feature)
[16] intend to create a gap analysis between new potential requirements and existing requirements
and functionalities supported by 3GPP. Especially, for use cases that are immersive real-time
experiences, including closed-loop feedback and control under varying DoFs. Requirements for use
cases under consideration include (but are not limited to), parallel transmission of multiple modality
representations associated with the same application. Also, their reliability, availability, security,
privacy, charging, and the identification of KPIs for specific use cases are considered. 3GPP
multimodality feature provides an example of new requirements motivating 3GPP 5CS
enhancements to meet the needs of demanding applications as those seen in the healthcare
industry. In residential/small environments, this gateway is referred to as evolved Residential
Gateway (eRG) (3GPP TR22.858) and they are considered from a 3GPP System perspective as User
Equipment (UE). Nevertheless, they also provide connectivity and Quality of Service (QoS) handling
to other devices connected behind their realm, e.g., Personal IoT networks (PIN) (3GPP TR 22.859),
which might correspond to sensors or actuators remotely controlled by e.g., a factory worker or a
physician. It is thus quite possible that in an end-to-end scenario where a surgeon wearing a tactile
glove, which is a wireless device connected through an eRG, may connect to actuators in a remote
location, far away from the surgeon. In that case, the eRG at each end of the connection will need
to satisfy reliability and latency constraints, using technologies that may further extend the existing
5CSs. To support the XR KPIs requirements, prediction of, or fast adaptation to, RF conditions
changes is critical. Key vertical UCs (especially for factory and process automation) are studied in
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3GPP System Aspects (SA) WGT (SAT) (3GPP22.104) and SAG (3GPP TR 23.745) [81]. XR-based services
are an essential part of “Metaverse” services to provide immersive experience accessed either by
users in the proximity or remotely. The 3GPP Localized Mobile Metaverse Services in Study Item
(Rel19) [18] supports the XR KPI requirements, prediction and adaptation where coordinating input
perception/sensing data from different user devices (such as sensors and cameras) and
coordinating output data to different devices at different destinations to support the same
application is required.

Besides multimodal communication based on device-based sensing, a key role in wireless
communication standardization, is actively involved in advancing the standardization for ISAC by
defining the service requirements and system architecture aspects [82]. The early study items for
ISAC are focusing on both communication-assisted-sensing and sensing-assisted-communication,
while currently Rel. 19 puts a great emphasis on communication-assisted-sensing. There are 32
industry use cases for various industries identified for functionality requirements. In parallel,
discussions of ISAC for 6G have also been started in various industry forums, including the 3GPP SAI
study, which has identified use cases with requirements for Vehicular-to-X (V2X), unmanned aerial
vehicles (UAVs), 3D map reconstruction, smart city, smart home, factories, healthcare, and
applications for the maritime sector [83].

The Focus Group on Technologies for Network 2030, which concluded its work in Summer 2020,
studied the capabilities of networks for the year 2030 and beyond. The group selected Tl as a
representative use case for network 2030, among other use cases such as holographic type
communications and Space terrestrial integrated network. Recent Metaverse focus group (MV-FQ)
was established under TSAG in December 2022. The group aims to analyse the technical
requirements of the metaverse to identify fundamental enabling technologies in areas from
multimedia and network optimization to digital currencies, Internet of Things, digital twins, and
environmental sustainability [96].

7.3 Multimodal Sensing, computing, communications and
control

Multimodal sensing, computing, communications for remote control and operation can be
achieved based on a fully integrated and unified, next-generation architecture serving the edge-to-
cloud compute continuum, integrated sensing and communication and communication and
control co-design as three key architecture technology aiming at serving the most demanding
applications and use cases, aligned with the 6G standardization discussed in subsection 7.2.3.

Firstly, the integration of high-performance computing devices into cellular networks with the
performance expected for 6G, gives rise to the development of multimodal computing concept.
This term that englobes sensing, control, communications, and computing, can be applied in most
of the industry 4.0 and 5.0 scenarios. For example, in industry use cases, the requirements vary in
terms of latency and data throughput, although high security and reliability are a must. The
extraction of data if processed in distanced servers (i.e, the cloud) can significantly increase the
latency but also pose risks to the security and data privacy. To this end, the notion of edge
computing and edge devices are introduced to address such concerns, and to provide computing
capabilities within users' locality. Secondly, to deliver an immersive remote-control experience, the
remote operator requires the perception of the shared operation environment (i.e,, a digital model)
for decision-making process and control. This can be achieved by processing and interchanging the
data generated from external (ambient) and internal (on-board) sensors or from RF sensing
technigue such as networked sensing. Finally, the communication—control co-design methods can
also optimize remote control operation by including both communication and control constraints
in the design.
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The high-level illustration of the concept and its key enabler technologies is shown in Figure 21.

Figure 21: A high-level representation of the 6GC logical building blocks for multimodal remote operation

7.3.1 Edge computing

With the fast growth of multimodal edge devices and network infrastructure, 6G mobile
communications enable resource-intensive applications by delivering quick, efficient, and
intelligent hyper-connectivity. Edge computing has become a promising solution towards efficient
and low-latency multimodal communications [97][98]. Currently, there are two approaches about
the location to integrate edge devices in the mobile networks. In case of use cases with a limited
area and thus, a limited number of radio infrastructure, edge devices can be connected to the Core
Network via User Plane to transfer data and Control Plane (Network Exposure Function) to have
access to Network information, as specified by ETSI [98]. However, this approach could increase data
latency in large deployed networks. In this case, edge devices could be integrated directly in the
access network, reducing the distance to the multimodal user equipment, but then requiring
mobility support since processes must move from one or a set of edge devices to another (set) to
maintain the distance with the end devices. More specifically, edge computing reduces the
requirement for data transfer to centrally located servers or the cloud, resulting in improved real-
time processing capabilities. Especially in the case of multimodal communications, edge
computing contributes towards:

Reduced latency: Multimodal communications frequently require real-time processing of
heterogeneous data across several modalities. Latency is considerably decreased by
transferring computations near the edge, closer to the edge device level and data
generation. This is especially critical in time-sensitive applications and services (e.g.,
autonomous driving, remote operation) that require real-time decision-making.

Reliability: Edge computing further enhances resiliency of multimodal commmunications by
avoiding a central point of failure, thereby improving the reliability of the system.

Reduced communication overhead: Multimodal communications often involve frequent
transmissions of large volume of data across different network domains. Transmitting vast
amount of data to centrally located network entities or cloud infrastructures could
potentially lead to significant communication and signalling overhead, causing network
delays. However, edge computing enables processing and analysis of multimodal data
closer to data generation, contributing towards communication overhead reduction by
decreasing data exchanges with the core network.
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Privacy preservation: Although centralized computing for multimodal communications
could provide accurate analytics, it may also raise some privacy concerns. This relies on the
fact that highly sensitive or private information (e.g., personal images, audio, or biometric
information) may pose restrictions in data exchange. Edge computing performs processing
and analysis of multimodal information locally, without requiring any raw data exchanges to
third parties. This approach enhances data privacy, since sensitive information is kept in a
trustworthy environment.

Consequently, edge computing architectures have been adopted and proposed for enabling low-
latency multimodal communications, including a high level three-layer hierarchical scheme
comprised of a sensing, an edge computing and a cloud computing layer.

Sensing Layer: The sensing layer's primary function is to gather raw multimodal data from
diverse sensory devices, conduct lightweight tasks such as filtering, and communicate
important inputs to the hierarchy's subsequent tiers.

Edge Computing Layer: The edge computing layer receives as input data the output of the
underline layer and performs demanding tasks such as data pre-processing, feature
extraction, data fusion, lightweight ML model training, and inference tasks. In critical
applications, it is essential to analyse and act real-time on the provided multimodal data
towards quick decision making.

Cloud Computing Layer: The cloud computing layer could further improve edge multimodal
communications. The cloud computing layer may be utilized for long-term storage,
centralized analytics, ML model training, and edge device orchestration.

Section 7.5.2 further discusses distributed Federated Al at the edge for low-latency and reliable
multimodal communications.

7.3.2 Multimodal communications and control co-design

Cloud, communication and control systems are generally designed independently, which leads to
substantial wireless resource consumption. In communication—-control co-design methods (aka
Integrated communication and control) [86], the strong correlations between control and
communication systems are in two folds: 1) control optimization problem with communication
constraints and 2) communication optimization problem with control constraints. To apply the
communication—control co-design, the essence of the co-design problem should be explored and
then build an effective co-design model to help with communication and control optimization. For
instance, for AMR UC (Section 7.1.5), a communication-control co-design can help lowering the
requirements on the coding rate and lower the consumption of wireless resources as well as
achieving better results in the probability of system instability and the number of admissible AMRs.

Additionally, communications and control co-design introduce various KPls beyond the
conventional ones used in communication networks. For example, age of information (Aol), could
be used for measuring information freshness in remote monitoring and control scenarios [87]. The
age of incorrect information (Aoll) [88], urgency of information (Uol) [89] as well as value of
information (Vol) [90] are other KPIs that have been considered to quantify the application layer
performance, as an alternative to latency, throughput or jitter.

Each of these metrics captures a different aspect of control performmance and offer great potential
for future industrial networks, adding a new dimension to control and communications co-design.
Despite being well-accepted and employed by the research commmunity, the adoption of such novel
KPIs in today's mobile networks has not been considered and is an open question for future
standardization efforts.
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7.3.3 Multimodal sensing and communication

Multimodal sensing can be implemented with multiple sensors in the same device or through the
fusion of data from several distributed sensors. In both cases, communication is key to convey the
information to where it will be processed, enabling the offload of this processing to powerful
devices, as well as data fusion when needed. At the same time, sensors that estimate the position
of objects often rely on wireless transmission, used for localization or radar techniques.
Synergistically, sensing can help communications as well. For example, beam training can be aided
by positioning information and camera images [85], and the same applies to multiple access [91].
The fact that sensing and communications must eventually make use of the same (scarce) radio-
spectrum has motivated many recent approaches to combine sensing and communications, using
either the same frequencies by multiplexing, the same radio interface (same signal format and radio
resources) by a joint design, and/or the same hardware.

The so-called integrated sensing and communication and sensing (ISAC) are seen as key
ingredients in the evolution towards 6GC [60]. These are thoroughly described in Section 5.
Simultaneously performing multimodal sensing and communications motivates new
requirements in the waveform design, which needs to be more energy-efficient to be able to cover
large sensing ranges [92]. Several works address the multiplexing of signals dedicated to sensing
and communications [92][94][95], while it is not clear yet how an optimum waveform from the ISAC
point of view would look like. Also, new ways of scheduling the radio resources dedicated to ISAC
need to be devised. Multiplexing of multimodal information (audio, video, haptic, tactile) for efficient
transmission over B5G/6G air-interface is an important challenge which has not been addressed in
5G.

The fusion of data gathered from multiple sensors that is shared and combined through wireless
communications is a powerful tool to enhance the environment awareness, achieving cooperative
perception [93]. Local information processed locally in any device can be combined with that
obtained at the edge nodes, reducing the needs for local sensing and computing. To maximise the
efficiency, the multi-sensor information fusion, the information sharing strategy and the
communications need to be designed in a coherent way.

6G Networked sensing can also complement device-based sensing to increase the sensing
coverage and reliability of the final perception. This is as part of the environmental sensor fusion or
as data stream by taking advantage of the dense deployment of 6G nodes. For instance, in remote
robotic operations, active multimodal sensing and data collection by robot internal sensors or
ambient sensors can be used for 6G network services optimisation (such as coverage, rate).
Networked sensing enabled by RAN and device sensing are new key technologies and enhance
environmental sensor fusions gained from device-based sensing. It is obvious that 6G networked
and device sensing are complementing state of the art sensors. It is clear that the dense
deployment of 6G nodes increases the sensing coverage and reliability of the final perception.

Furthermore, the ISAC co-existence of a diverse range of sensing modalities, including vision, audio,
motion, environmental, biomedical sensing, etc., will provide information for applications such as
augmented reality, immersive experiences, smart surveillance, healthcare monitoring, and
environmental monitoring [103]. ISAC based use cases and enhanced 6G capabilities will provide a
paradigm shift to the 5G infrastructure and mobile services [104], such as deploying energy-efficient
and spectrally-efficient solutions [105]- [109]. There are several user-assisted enhancements that
ISAC signalling will revolutionize such as edge computing, where adding a nominal computational
burden at the user'send, several benefits could be achieved, including a) bringing computation and
data storage closer to the network edge, b) reducing end-user latency, c) possessing real-time
processing capabilities, and d) enabling context-aware services. Accordingly, ISAC based networks
can support a diverse range of applications. Another enhancement can be achieved in terms of
environment monitoring, since by integrating sensors, devices, etc,, into the edge-computing unit,
wireless networks can provide real-time environmental insights to facilitate diverse applications,
e.g., smart city initiatives, environmental sustainability, proactive decision-making, etc. Accordingly,
this enables the networks to collect and analyse vast amounts of data for various modern
applications.
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Within the indoor factory setting and of particular relevance to ISAC for Industrial 10T (lloT), the
following use cases have been considered: detection of Automatic Guided Vehicles (AGV) and
measurement of proximity to humans, collision avoidance for Autonomous Mobile Robots (AMR)
and AGVs, the combined use of sensing and localization for accurate positioning of AGVs and AMRs,
gesture detection and recognition, etc. Additionally, THz frequencies can be used for multimodal
sensing and communication, for applications such as localization and tracking; simultaneous
imaging, mapping, and localization, such as in virtual urban city and indoor factories, augmented
human sense applications such as in remote surgery, detection of product defects, sink leakage
detection, etc, where very high range and cross-range resolutions are required; and gesture
recognition, emotion recognition, heartbeat detection, fall detection, respiration detection, sneeze
sensing, intrusion detection, etc, can be implemented in a smart hospital in the foreseeable future.
For instance, a robot arm equipped with ISAC-THz module is used to represent a human arm
holding a THz imaging camera. The prototype is built to operate at 140 GHz carrier frequency with
a bandwidth of 8 GHz [110]. In terms of multimodal sensing and communication, one should note
several challenges that exist in ISAC based deployment, such as channel modelling for the co-
design, maintaining network reliability and security, cost effectiveness, efficient dual-function
waveform design, regulatory considerations, and large data volume handling and processing. In
this regard, several solutions such as efficient dual-function ISAC waveform design [111]_[112], and
channel estimation approaches for sensing and communication co-design [113].

7.4 TACMM device capabilities and functionality impact

On top of audio-visual information, next generation immersive communications will involve
TACMM information. Immersive realities will blur the boundary between the physical and the virtual
worlds, inspiring new types of interactions between them. Such disruption will enrich
communication experiences of users and bring forward new use cases such as 3D telepresence,
online interactive sports with unprecedented realism, and game changing immersive learning, and
many others. The same paradigm could be applicable to human-machine interaction and
collaboration and robotic tele-operation in, e.g., industrial environments, and to set a cornerstone
for the next industrial revolution. To this end, significant progress has been made in recent years in
new terminals equipment and sensor systems and data capturing techniques, data processing and
computing frameworks, and rendering and display devices. TACMM is expected to coexist with XR
and holographic communications delivering technologies that will enable users to have lifelike
experiences of the physical world, in the virtual world, or a combination of both, with interactions
using 3D audio-visual and haptic information exchange. In concrete, multi-sensory XR will leverage
human senses and perception (e.g., visual, auditory, olfactory, and tactile) into XR content, to provide
a highly realistic immersive experience. This will be achieved by combining multiple disciplines, of
ultra-high performance and low latency communications, computing and networking, Al-ML,
computer vision, biology, robotics, etc., providing a fusion of real and virtual worlds.

7.4.1 Multimodal teleoperation terminal equipment and capabilities

Terminal Equipment (TE) provides the functions necessary for the operation of the access protocols
by the user, a functional group on the user side of a user-network interface [58]. The TE's 'upper
layers' may be in more than one device, e.g., VR glasses, gloves, etc. New TEs with sensory/actuator
integration result in new user equipment (UEs) capabilities and functionalities required by future
multimodal applications, further increases the demand on processing power required to execute
the computation-intensive and low-latency tasks.

Simple, intuitive, multimodal, and easy to use interface to interact with devices, services, and
surroundings, are needed. While current handheld smartphones are mainly used to provide
audio/video services, immersive remote operation would require additional device capabilities such
as smart glasses, haptic wearables, etc., which can be distributed to other connected devices for
providing enhanced user experience. The use of such dedicated devices is driven by the
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technologies like telepresence, haptic user interactions, holographic displays and content
distribution, multi-dimensional imaging, and extended reality, and metaverse applications. New UE
types could be classified and used by health, entertainment or industry verticals. Some examples
are as following:

Connected nano-things and bio-nano-things, which could interact with biological systems
and act as sensors and actuators to interact with the environment. That could be part of
development for multimodal user interaction and human-machine interactions;

New sensory/actuator integration results in new user equipment capabilities and
functionalities required by future holographic XR/multisensory XR applications, further
increases the demand on processing power required to execute the computation-intensive
and low-latency tasks;

Implantable miniature sensors and ‘nanosensors’ devices, such as implants, stents, lenses
and pumps are mainly used for medical purpose, e.g., a battery-operated pacemaker. Also,
Biomolecular Sensing devices (DNA microarrays, Chemical sensors) that can potentially be
used for people who may have devices on or beneath their skin that monitor heart rate,
glucose, or oxygen saturation and help control chronic conditions like diabetes or respiratory
disease. The monitoring could enable people to live at home instead of having to move into
an assisted living facility;

Wearable: Sensors that are embedded in some type of garments/textile to monitor. Example
sensors are electrocardiogram (ECG), Electroencephalogram (EEG), Electromyography
(EMG), blood  variation pressure  (BVP), galvanic skin resistance (GSR),
Photoplethysmography (PPG), accelerometers, and glucose sensors. Use case examples can
be paramedics and firefighters may eventually be required to use wearables that track their
heart rates, emotion and stress levels.

Tattooable: Ultra-thin electric mesh for human skin, or temporary skin that can store data
and deliver drugs—and electronic second skins made of microscopic semiconductors;

Ambient Sensors: Sensors monitoring user's activities (e.g., passive infrared sensor (PIR), RF
imaging, surveillance cameras - fixed or on drones);

Actuators: Haptic devices to provide feedback for navigation or alarm (haptic buzz), display
interface (braille language), interaction (haptic gloves/belt/suits), and remote industrial
control;

Robot hand and arm: A robot hand, especially one with multiple fingers, is necessary for
conducting various tasks in daily life. The robot hand should be able to make flexible human-
like motions using a design inspired by the human and integrated with robot arms to
construct systems with a high number of degrees of freedom (DoF). Skin or touch sensing
isdesirable, which sets requirements for haptic signal amplitude range, temporal and spatial
resolution. To match the human hand for remote operation, a robot hand should be
equipped with multimodal tactile sensors with different types of tactile sensing modalities
(thermal, fast adapting and slow adapting afferents). The development of autonomous
dexterous robotic manipulation systems is a complex process of an interdisciplinary nature
involving such diverse research fields as computer vision, force control, motion planning,
grasping, sensor fusion, digital signal processing, human-robot interaction, learning and
tactile and multimodal sensing.

7.4.2 TACMM functionalities

TACMM communication combined with XR will pose new requirements in forthcoming 6G
architectures. In general, XR has stringent latency requirements for accurate and smooth content
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playback based on user motions. Furthermore, in order to achieve low content delivery latency, an
ultra-high data transmission rate is required for delivering XR content. The computing capability of
both network servers and user devices dominates the performance of interactive XR applications,
and limited computing capability in the network can be another bottleneck for XR content delivery.

Multilateral TACMM communication procedures will take as a working assumption that even if
there is no direct TACMM interaction between two users, they can still share haptic information. For
example, the data format and content of the transmitted TACMM information may differ from those
of the transmitted haptic information in direct haptic interactions. The end-to-end (e2e) delay
tolerance of TACMM communications can be as low as 1 ms while the packet rate of TACMM data
could reach more than 1,000 packets per second. In practice, the e2e delay requirement of TACMM
communication is defined by perceptual sensitivity of receivers, the changing aspects of TACMM
interaction, and the concrete operation or interaction among any others factors. In addition, the
reliability of TACMM communication in immersive gaming is required to be above 99.9%, whereas
higher reliability is required (i.e., above 99.999%) in telesurgery and remote machine manipulation.

6G architecture must embrace a number of technologies to tackle the challenges of TACMM
communications. An indicative sample of them is mentioned in the following (i.e., a fulland in-depth
analysis does not fall within the scope of this White Paper):

The nominal communication delay of 1 ms for TACMM, is translated to a physical-layer delay
of less than 0.1 ms.

Queuing delay in the downlink transmissions could be reduced, if TACMM data
preempt the data of other types. Non-orthogonal multiple access (NOMA) can
improve spectrum efficiency and reduce channel access delay of TACMM in uplink
transmissions.

Crant-free user scheduling has been exploited to remove the scheduling delay by
saving transmission resources, which could be assigned to TACMM-based devices.
In packet retransmissions, interference in Mmultiple access should be dealt with. In
grant-free NOMA, such interference can be managed by device activity detection
and successive interference cancellation (SIC).

In addition to low latency, guaranteed latency isan important need of teleoperation and can
allow for predictive algorithms to operate reliably in, e.g., teleoperation.

Guaranteed latency is often harder to achieve in mobile communications, and
require deterministic approach to various processes that are stochastics in nature.

The communication reliability of TACMM could be improved by adopting several solutions
offered in the literature.

Low-density parity-check (LDPC) codes and short polar codes could fit with the
requirements of TACMM communications.

Massive multiple-input and multiple-output (MIMO), IRS, and multi-connectivity
techniques.

NOMA can improve retransmission efficiency where the transmit power of a device
can be optimised to retransmit the required minimum redundant bits for satisfying
the reliability requirement.

Low delay and high reliability of TACMM communications, could be enforced by network
slicing and in concrete via:

Resource reservation in the network slice for TACMM communications.

When various tele-operation slices are considered and when delay should be
considered, customised transmission resource reservation should be applied.
Al-based learning methods should be leveraged for the traffic patterns of TACMM-
based scenarios to efficiently assign resources.
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In short, a battery of advanced signal processing techniques, distributed edge computing and Al-
driven innovations should enhance the proposed 6G architectures in order to efficiently integrate
TACMM communications, tackle their challenges and satisfy their requirements.

Furthermore, the distributed user equipment requires additional functionalities and interfaces to
be exploited in 6G architecture, e.g., for multimodal synchronisation to provide highly reliable
immersive and inter-related multimodal communications in 6G systems. This is due to a crucial
requirement in scenarios where the application experience is consumed over multiple devices.
Multimodal data belonging to the same application/session must be delivered, and ultimately
presented to the user at the same time addressing different synchronisation threshold tolerance. A
high-level illustration of the multimodal data flow over 6G communication system for an operator
using multiple devices (i.e, VR and haptic gloves) to remotely operate a robotic hand in an industrial
domain is shown in Figure 22.

User Domain Communication System Industrial Domain

Figure 22: High level illustration of an E2E Multimodal remote operation example using a robotic hand

7.5 Al/ML techniques for multimodal operation

Audio and visual information have been traditionally captured, processed and communicated
across networks for remote consumption. With tactile Internet, cormmunicating tactile information
is driving current trends in connected robotics [36]. Including smell and taste information in future
multisensory communication systems will round up remote perception of all five human senses.
Furthermore, although humans are restricted to visual sensing in visible light band, the machines
are not. They can make sense and learn the environment by sensing across different bands [44].
Establishing environmental features (e.g., location and movement of objects) can lbe done across
different bands which drives current interest in integrated communication and sensing.

In the above scenarios, machines will collect and learn from multimodal data in order to execute
one or more tasks. In order to do so in an efficient manner, cross-modal perception can be applied
for loss recovery in multimodal applications which demands design of combined classifiers [39] for
the purpose of Data recovery while maintaining precision and resource efficiency trade-off.
Furthermore, they will have to exploit fundamental principles of multimodal and muiltitask learning.
In particular, learning and decision making from multimodal data usually involves learning suitable
multimodal representations from which different decision-making tasks can be executed with high
efficiency. In this section, we review learning methods that are likely to have significant impact on
the design and implementation of multimodal sensing and communication systems.
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7.5.1 Multimodal learning techniques

The gains of integrating Al in domains requiring analysis of high-dimensional unstructured data, as
in the case of multimodal communications, are evident. In order for the Al to provide an
interpretation and understanding of such complex systems, correlation and extraction of latent
information from multimodal data is required. The underlying motivation to use correlated
multimodal data is that complementary information could be extracted from each of the modalities
considered for a given learning task, yielding a richer representation that could be used to produce
much improved performance compared to using only a single modality [37]. Towards this direction,
multimodal learning aims at creating models that can process and relate information from multiple
modalities. Such information consists of data from various sensors monitoring common
phenomena, towards being exploited in a complimentary manner in order to identify patterns and
interpret a complex task. The following five challenges in multimodal learning have been identified
[38]:

Representation: The heterogeneity of multimodal sensory data poses significant challenges
in terms of learning latent representations.

Translation: The relationship (mapping) between different modalities towards interpret the
multimodal information is another core challenge, e.g., different ways to translate an image
or an audio.

Alignment: To align different modalities, a model has to measure similarities between them
and has to deal with long-range dependencies. Other challenges in multimodal alignment
include the absence of annotated datasets, the development of acceptable similarity
metrics between modalities, and the presence of numerous accurate alignments.

Fusion: Another challenge is to provide predictions, combining data from two or more
modalities. This relies on the fact that different modalities generalise at different rates and
as a result a joint training strategy isn't always optimal.

Co-learning: Finally, another challenge is to transfer knowledge between modalities, their
representation, and their predictive models, especially in the case of modalities with limited
resources (e.g., annotated data).

As previously mentioned, different modalities generalise at different rates and as such a multimodal
fusion approach is required, involving better combination decisions of multimodal data, either by
removing correlations between modalities or representing the fused data in a lower-dimensional
common subspace. The fused data can then be exploited towards anticipatory decision making.
Some well-known techniques for multimodal fusion are listed below:

Early Fusion: A method of modality combination at the input level before fed to an ML model
[40].

Late Fusion: Late fusion involves an independent training of models for each modality and
the integration of their outputs (predictions) throughout the decision-making process.

Intermediate Fusion: Combining modalities at intermediate level of model training.

Currently, deep learning, a subfield of representational learning, focuses on the use of artificial
neural networks (ANN) to automatically generate suitable representations or hidden features from
raw data for specific tasks, resulting in a richer representation [41] that can contribute towards better
decision making. As a result, it is critical to develop joint embeddings in order to better describe
such notions by using the complementarity of multimodal data. A list of well-studied models for
multimodal representation learning include:

Multimodal Deep Autoencoders (MDAs): MDAs are neural network-based models that learn
sequential and joint representations of different modalities and use a decoder to learn to
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reconstruct the initial input [42][43]. Indicative examples of such encoders could be
considered a Long-Short Term Memory encoder, a Transformer encoder, a Convolutional
encoder etc.

Graph-based Neural Networks (GNNs): GNNs are neural network-based models that can be
directly applied and capture relationships and interactions between multimodal graph
structures [44].

Generative Adversarial Networks (GANs): GANs are known for their ability to generate
realistic artificial data in the original space. As an extension of their main functionality, CGANs
can be used as means that allow cross-modal translation from one initial space (e.g., text) to
another initial space (e.g., image), enabling the capture of joint distributions of different
modalities [45].

Multimodal Zero-Shot Learning (MZSL): MZSL comprehensively integrates the benefits of
both multimodal learning and ZSL, resulting in models with greater generalization ability.
The multimodal ZSL aims to distinguish unseen objects in the principal modality with the
assistance of a secondary modality in which the entities are seen [40].

The outcome of the above described approaches could be further exploited by Al-driven
approaches such as forecasting ML models towards early event detection for anticipatory decision
making. The provided forecasts can provide insights into prospective outcomes and enable
proactive adaptations.

7.5.2 Federated Learning Techniques

Multimodal learning can be efficiently applied in complex sensing tasks such as person tracking,
activity detection, audio and video analysis. However, integrating multimodal learning in a wireless
network environment, where data from heterogeneous data sources or modalities is distributed
across devices and locations, poses new challenges. Data sizes for distinct modalities (e.g., video vs.
audio) can be substantially asyrmmetric, resulting in considerable network delays or decreased
performance accuracy [47]. Therefore, distributed federated learning (FL) paradigm has emerged
as alternative solution, enabling collaborative training of models, while reducing network delays,
preserving data privacy and decreasing data exchanges.

Federated learning has improved the security of multimodal learning by enabling a distributed and
privacy-enhancing approach. In a multimodal system, devices can provide data for FL either
through a single modality or multiple modalities, such as cameras and sensors in the same scene.
The FL model is trained locally by fusing data collected by different sensors extract common or
correlated representations between multiple modalities, without requiring any data exchange. A
server with the role of coordinator combines encrypted FL model parameters to update a global FL
model that will be re-distributed among the involved devices. The use of FL accelerates the learning
process, while saving communication costs. FL in multimodal systems is classified as horizontal,
vertical, and transfer learning based on how the data is spread in the feature and sample space [48],
as described in the following:

Horizontal FL (HFL): HFL considers participants that share the same feature space (same
multimodal data types) but may differ in the sample space.

Vertical FL (VFL): In contrast to HFL, VFL is applicable to the scenarios where different
participants have the same number of multimodal data samples but differ in feature space.

Transfer FL (TFL): TFL is a supplement to horizontal and vertical settings, and is suitable for
scenarios where the sample space and feature space of each participant have less overlap.
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7.5.3 Multitask Learning Techniques

In multimodal setting, we are usually interested in exploiting different modalities for different
learning tasks. This is traditionally done separately and independent models are designed to
perform different tasks across different input modalities. However, by focusing on a single task in a
presence of parallel learning process on related tasks, we might ignore useful information and
representations obtained from these related tasks. Multitask learning (MTL) exploits such
relationships and advocates for sharing the representations between the related tasks, enabling
better generalization capabilities of the resulting models for each of the tasks [47]. In general, any
scenario in which one is required to optimise across multiple loss functions leads to multitask
learning. Even in single-task scenarios, exploiting the domain-specific information of related tasks
may improve performance and reduce training complexity.

Multitask learning is simply integrated into deep neural networks framework using two main
approaches. In hard parameter sharing, most of the DNN architecture is shared across the tasks,
except for several final task-specific output layers. In soft parameter sharing, different DNN
architectures are used for different tasks under certain regularisation constraints that ensures
parameter similarity. Many intuitive arguments on why muiltitask learning is useful and improves
single-learning approach includes implicit increase of sample size, extracting more relevant or
reusing (eavesdropping on) similar features, favourising joint representations, and by introducing
regularisation effects.

Multitask learning has a recent history of successful applications across the mainstream machine
learning fields such as Natural Language Processing [48] or Computer Vision [49]. A number of
recent studies investigated multitask learning in the domain of wireless communications, e.g., in
the context of connected autonomous vehicles [50], network management and orchestration [51],
loT network traffic prediction [52]. Multitask learning naturally fits multimodal sensing and
communications, leading to exploration of multitask multimodal learning for training multimodal
navigation agents [53] and remote robotic grasping [54]. Multitask learning is also suitable for an
evolving concept of semantic or task-oriented communications. Multitask deep learning models
may be developed as a core part of a semantic communication systems enabling serving different
tasks based on multiple modalities [55].

7.5.4 Summary of ML multimodal techniques analysis

Table 10 provides a comprehensive overview of the latest multimodal machine learning techniques
applied to both private and publicly available datasets. It encapsulates the state-of-the-art models
referenced above, detailing the analysis conducted, the solutions developed and the advancements
achieved in multimodal and tactile technologies.

Multimodal Learning (Section 7.5.1) encompasses several advanced Al techniques, notably the use
of Multimodal Deep Autoencoders (MDAs) and Generative Adversarial Networks (CANs). MDAs,
demonstrated through tasks such as digit classification and network simulation, emphasise the
denoising process to achieve high accuracy in data reconstruction and clustering. GANs, especially
in video hyperlinking applications, leverage the power of Conditional GANs (CGANSs) to create high-
quality embeddings that improve cross-modal mappings. These models not only perform
effectively in their respective domains but also provide a framework for enhancing data
representation across multiple modalities. Future study is required to expand these techniques to
more complex scenarios and improve their generalisation capabilities by exploring different
architectures and processes.

Federated Learning (Section 7.5.2) is explored through Multimodal Federated Learning (MMFL),
which distributes the learning process across multiple clients, each handling different data
modalities. This approach is particularly beneficial in scenarios where data privacy and localisation
are crucial, as it allows the development of deep learning models without centralised data sharing.
By employing technigues such as hierarchical gradient blending and optimal aggregation of local
updates, MMFL can achieve significant performance improvements. However, challenges remain
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in handling computational costs for clients with incomplete data and ensuring the real-time
applicability of these models. Future research is directed towards unsupervised learning and data
augmentation to mitigate these issues.

Multitask Learning (Section 7.5.3) integrates tasks such as speech recognition, event detection, and
network traffic prediction within a unified framework. This approach benefits from sharing deep
network layers across related tasks, which improves the generalisation performance and efficiency
of the models. Examples include the use of CNNs and LSTMs for audio-visual event detection and
leveraging deep architectures like LSTMs for tracking lloT backbone network traffic. MTL models
show promising results in reducing latency and maintaining high accuracy. Further research is
required for extending these models to handle more modalities and improving their scalability and
robustness in diverse application scenarios.

Table 10: Dataset, models, analysis, and solutions for Al/ML multimodal techniques
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Oxford derived MZSL model has allgclasses Y
flowers) enhanced generalization. ’

Variations of
MNIST digit

Al/ML Technique: Multimodal Learning

Denoising autoencoders

SdA-3 algorithm




onebG white paper, 6G technology overview

5t Edition, September 2025

(oneec)

MMFL based
on modal
conditions,
the
distribution of
modalities
and the
availability of
modal
annotations

End-to-End
multimodal
models

A general
deep NN
architecture
for NLP

UuniT:
transformer
with separate
encoders for
each

input
modality
followed by a
decoder

Kineics-400,
RealWorld2,
IEMOCAP,
ModelNet40,
Vehicle
Sensor,
mHealth
dataset, UR
fall detection
dataset

Lip Reading
in the Wild
(LRW)
Dataset

Audio-Visual
Event (AVE)
dataset

STISEN
dataset

PropBank
dataset,
Wikipedia
common
words,
Stanford
Named
Entity
Recognizer

COCO
Dataset,
Visual
Genome
(VG) dataset,
GLUE
benchmark,
VOQAV2
dataset,
SNLI-VE
dataset

Classification based on
modality distribution and
annotations.

Speculative inference on
multimodal data streams
optimize multimodel
model's accuracy while
minimising end-to-end
latency.

Training NNs on related
tasks improves features
produced and thus
improves generalization
performance. Great
performance for NLP tasks
when sharing the lookup-
tables of each task.

Jointly learns tasks from
different domains,
including object detection
as a vision-only and
language-only tasks.
Jointly train the model on
object detection and VQA
tasks. Then, language
understanding tasks and
SNLI-VE as an additional
joint vision-and-language
reasoning task.

Al/ML Technique: Federated Learning

Homogeneous
Multimodality,
Heterogeneous hybrid
modality.

Supervised MMFL,
Semi-supervised and
unsupervised MMFL

Al/ML Technique: Multitask Learning

The speech recognition
model predicts the
inference class

Event detection model
used to classify audio-
visual events

Activity recognition with
dedicated CNN to
extract features that
combine through fully-
connected layers to
infer output.

All tasks were trained
using the NN. POS, NER,
and chunking tasks
were trained with the
window version. SRL
with 1 convolution layer,
hidden units, and
lookup tables

Training on object
detection as a
vision-only task and
VQA as a multimodal
task that requires
jointly modeling the
image and the text
modalities

Effective
gradient
blending, and
optimal local
update
aggregation.
Potential of FL in
multidomain,
multitask deep
learning without
sharing data.

Slight accuracy
drop (1%) but
significant
latency speedup
(2-128x)

Significant
latency speedup
(7-24x) with
minimal
accuracy drop
(1.4%)

Embeddings
obtained in the
word lookup
table were
excellent. SRL
improves by
learning auxiliary
tasks.

Strong
performance on
multiple tasks
with a compact
set of shared
parameters.
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The method predicts lloT
backbone network traffic

Real dataset by extracting the spatial

) and temporal features of PCA method, Accurate
LSTM and sampled via ) .
i TM. LSTM tracks the the sparsity tracking of lloT
MTL-based the Abilene : . . -
. spatial features of regularized matrix network traffic
deep and GEANT ) L .
: network traffic features. factorization (SRMF) with enhanced
architecture backbone . . o
Multitask regression to method. generalisation
networks ) =
train an additional task,
which improves
generalisation.
Achieves
Jointly learning semantic Two naive baselines, superior
The Dual- goal navigation and Image and Text only. accuracy for SGN
Attention embodied question Two baselines on prior and EQA,
Chaplot et al. . ) i
model, answering through fusion  semantic goal compared to
(2017) ) et ;
Gated- instructions of textual and visual navigation, Concat and  baseline models.
Attention and modalities. Adaptation of Gated-Attention. Two Spatial auxiliary
: dataset ; . ; .
Spatial- baselines using baselines on Question tasks lead to
Attention multimodal fusion Answering models, FiLM better
techniques. and PACMAN. performance for
all models.

In recent years, powerful Al models and advanced sensors have come together to move 6G
communication toward real-time, two-way, multisensory experiences. OpenAl's GPT-40 and
Google's Gemini 1.5 can understand and work with text, images, audio, and code at very low delay
[114]. This makes it possible to run these models on devices, which is useful for systems that involve
touch and fast feedback. Meta's ImageBind shows that just using image-paired data is enough to
connect six different types of input in one shared space [114]. This makes it easier to recover from
errors when working across different types of data. In robotics, Google DeepMind’'s RT-2 model uses
knowledge from the web to perform physical tasks. This is important for controlling robots from a
distance using 6G connections [115][116]. For content creation, new Al models are moving beyond
images to also generate sound and video. For example, MusicLDM can create music from text.
These tools give users richer and interactive content [117]. Hardware is also improving. New types of
cameras can respond in microseconds and capture more visual detail. Soft, flexible touch sensors
can detect pressure, temperature, and motion [118][119]. These are useful for precise remote control.
Supporting these sensors, small and efficient Al chips now allow learning directly on mobile devices.
These chips help protect privacy and reduce the amount of data that needs to be sent over
networks [120]-[122]. All of these innovations together are leading to 6G systems that can deliver fully
immersive, multi-sensory experiences and allow people to control machines or share skills in real
time, from anywhere.

7.6 Conclusions on multimodal operation

Advancements in multimodal and tactile technology, including high levels of co-presence in real
time, which demand ultra-reliable low latency platforms over distance to offer high quality
interpersonal communication experiences remotely. Compared to 5C that offers haptic services to
business customers (Non-Public 5G networks), 6G is expected to democratise tactile and
multimodal communication to mass consumers enabling remote skillset/labour delivery, in a
similar way the Internet democratise the knowledge sharing. This is revolutionizing many sectors,
including, healthcare, education, manufacturing, mining, warehousing, and so forth.
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In this section, we have highlighted the 6G technology capabilities that can enhance remote
operation and control in several vertical use cases including industry, education, emergency
response and health. Multimodal related academic and industry research, and in multiple SDOs
discussed in this section, need to advance in parallel, initially with focus on 6G vertical requirements
and architectural design, and later through harmonization of computing, communication and
control and their interfaces and APls.

Considering the existing technology enablers, we highlight a number of open areas of research that
a) are required for the interoperability between the discussed standards in order to realise a
communication platform within millisecond and sub-milliseconds latency depending on the use
case requirements, b) highlight advancements in other technologies (e.g., Al/ML) that can support
improvement in haptic control and multimodality scenarios, c) present terminal innovations that
can evolve into immersive experiences and communications including bi-directional tactile and
multimodality remote operation.
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8. 6G Empowering Future Robotics

The advancement of 6GC technologies plays a critical role in enhancing essential robotics
functionalities, prompting foundational research and innovation during this early phase of 6G
definition and standardization. Key functionalities such as intelligence and context awareness
enable capabilities including robot coexistence, collaboration, interaction, and safe navigation.
These functionalities span macro-level operations, like manoeuvring and collision avoidance, and
micro-level tasks, such as grasping and manipulation. This work investigates IMT-2030 capabilities
that align with the functionalities of autonomous agents, focusing on perception, sensing, and
actuation through the integration of multimodal data collection and advanced technologies for
deploying autonomous robots.

Recent developments in soft robotics, swarm robotics, and intelligent actuation systems
underscore the importance of integrating these innovations with 6G technologies, particularly in
critical applications such as healthcare, logistics, and environmental monitoring.

In healthcare, soft robots can enhance surgical procedures and rehabilitation by providing safe,
responsive interactions, while logistics robots leverage advanced sensing to navigate complex
environments efficiently. In remote inspections, soft robots equipped with sophisticated sensors
can operate in hazardous conditions, ensuring safety through reliable communication. The
alignment of 6G features—such as hyper-reliable low-latency communication and edge
computing—with the requirements of robotic applications opens new avenues for collaboration
and efficiency. This section highlights the transformative potential of 6G in enhancing robotic
functionalities, advocating for collaborative development among stakeholders to establish
interoperable standards for effective integration in various industries. Moreover, the framework
encompasses sub-tasks like motion primitives, dynamic trade-offs based on real-time data, and
decisions regarding computation offloading. It emphasizes the necessity for reliable availability,
safety, trust, accountability, resilience, and energy efficiency in robotic operations, showcasing the
complex interplay of technologies that drive advancements in robotics. One6G association has
published its latest whitepaper series on 6G robotics [1]-[4] in March 2025 [5] and run a workshop
jointly with euRobotics addressing the intersection of 6G and robotics. Figure 23 illustrates the
alignment of advanced robotics components with the IMT-2030 framework.

Section 8.1 will focus on advancements in robotics technology development. In Section 8.2, we will
delve into the requirements for robotics through an in-depth analysis of a specific example scenario.
Section 8.3 will discuss the impact of these requirements on architecture, while Section 8.4 will
explore how 6C enabling technologies can address these requirements.

—
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Figure 23: Future Robotics Building Blocks Mapping with IMT-2030




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

8.1 Robotics High-level Functionality Blocks and Mapping
with IMT-2030 Features

The primary functionality blocks for robotics encompass sensing and perception, cognition
(reasoning and planning), actuation (and execution), and self-learning. Emerging concepts such as
soft robotics, swarm robotics, and shared control, especially in collaborative teleoperation require
further exploration. Advancements in design, materials, sensors, actuators, and autonomy levels are
crucial for effective robotic system implementation. The whitepaper details high-level functionality
blocks including sensing, cognition, planning, and self-learning, as well as emerging concepts like
soft robotics and swarm robotics. Below is a summary of definitions:

Robotics requires context awareness and intelligent data use. Perception enables robots to observe,
understand, and make decisions about their environment by processing sensory data and applying
Al and machine learning among other techniques. It is crucial for tasks like object detection,
environment representation, and activity recognition. Robots learn from sensory inputs to make
decisions, creating shared environmental models through data from sensors, which can be fused
locally or in the cloud, enhancing collaboration with surrounding elements (human-to-robot and
robot-to-robot collaboration). Furthermore, Simultaneous Localization and Mapping (SLAM)
technology supports building environment perception, demanding significant computational
capability.

Cognition complements perception through intelligent analysis for action. It involves reasoning
about the environment, allowing robots to structure data logically for decision-making. Cognitive
control develops a model of the robot and its interactions, improving task execution and informed
decision-making. Planning mechanisms are integral to this cognitive framework and can be
implemented as software on the robot itself, at the edge, or in the cloud, applicable in control
systems like Flexible Manufacturing with general purpose robots handling various tasks and adapt
to changing production requirements. This aspect also encompasses long-term planning for
effective task scheduling, which is particularly relevant in Fleet Management [6].

Actuation in robotics involves executing control algorithms based on perceptual inputs. This
includes various control strategies such as motion control, force control, and impedance control,
enabling robots to achieve specific objectives with precision and reliability. Effective actuation
requires a seamless integration of sensory data and cognitive processes. By interpreting inputs from
their surroundings, robots can adjust their actions in real-time, ensuring optimal performance. For
instance, in environments where obstacles may suddenly appear, a robot's ability to dynamically
alter its trajectory based on sensory feedback is crucial.

Self-learning allows robots to autonomously improve performance without external guidance.
Techniques like unsupervised learning help identify patterns and optimize algorithms based on
experience. This autonomy fosters adaptation through perceptual learning, enabling robots to
refine skills in dynamic environments. By integrating these mechanisms, robots enhance
functionality and adaptability in unpredictable situations. Figure 24 summarise the core
components and functionalities discussed in this section for advanced robotics systems.
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Figure 24: Robotics Fundamental and High-Level Functionality Block

Transition from 5G to 6G: As we transition from IMT-2020 (5G) to IMT-2030 (6G), we recognize that
the enhancements in communication capabilities, such as Al, Integrated Sensing and
Communication (ISAC), ultra-reliable low-latency communication (URLLC), massive machine-type
communication (MMTC), and enhanced mobile broadband (eMBB), energy efficiency, resilience,
and ubiquitous connectivity, are crucial for advancing intelligent, efficient, and responsive robotic
systems. Figure 25 presents the updated two-level architecture framework, illustrating its key
components and interactions.
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Figure 25: Two Level Architecture (revised from [5])

Overarching Considerations: The document stresses the importance of ethical considerations,
privacy, and trustworthiness in the development of Al and robotics, advocating for transparency
and user consent. Table 11 presents the key technology enablers focusing on 6G enabling focusing
on 6G enabling solutions relevant to various robotic functional blocks. Each block represents a
critical aspect of robotic systems, highlighting the technologies that facilitate their operation.
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Table 11: Key Technology Enablers for Robotic Functional Blocks

Robotic Functional Block Key Technology Enablers

ISAC, Semantic Communication, 6G High Bandwidth, Al for Data
Sensing and Perception Interpretation, Sensor Fusion (e.g., GPS, vision, radar), SLAM
technology for environmental perception

Semantic Commmunication, Cognition Communication
Cognition and Reasoning Continuum, Al for Decision Making, Network Slicing for
Dedicated Resources

Ultra-low Latency for Precise Control, Al for Location Estimation
and Motion Planning, Long-term planning mechanisms, Multi-
Access Edge Computing [7]

Planning, Execution, and
Actuation

Unsupervised Learning Techniques for Performance

LGOI Improvement, Adaptation through Perceptual Learning

8.2 Safe and Dynamic Human Machine Interaction and
Collaboration

We zoom in on one of the robotic use cases described in [5] to examine how the implementation of
6G new capabilities, such as Integrated Sensing and Communication (ISAC) technology (Section 5)
can be essential for ensuring the safe coexistence of autonomous systems, such as robots and UAVs,
within shared environments with humans.

We start by describing the core component of the dynamic safety system and highlight the critical
need for real-time adaptive safety zones that can respond to environmental changes, random or
semi random behaviour of humans, enhancing operational safety and efficiency. Compliance with
emerging regulations, particularly the European Union's Machinery Directive and various SO
specifications, is vital for facilitating effective human-robot collaboration.

Key regulations outline safety requirements across diverse applications. For instance, the Machinery
Directive mandates that all robots operating in industrial settings, such as factories and
intralogistics, adhere to specific standards outlined in ISO/DIS 10218-1.2:2021. This includes provisions
for reduced-speed safety functions, ensuring that robots or parts of robots, like arms, can limit the
speed of any of their points to 250 mm/s or less [ISO 10218-1:2021 — Section 31.8.6] or less for safe
operation. Additionally, with the reduced-speed safety function activated, the speed of the Tool
Center Point and any point of the manipulator must not exceed this limit, considering the effects
of any auxiliary axes.

Moreover, the monitored-speed safety function allows for the monitoring of the robot’'s speed,
ensuring it does not exceed designated limits. This includes the Tool Center Point and any point of
the manipulator, which must adhere to the specified monitored speeds, further enhancing safety
protocols.

While safety regulations impose speed limits to protect human operators, this poses challenges in
various application scenarios, particularly in logistics, where speed is critical. In most cases when
humans and robots work in the same area, humans will be much faster and contribute more to the
performance targets. Safety strongly depends on the perception capabilities of the robot. Saying
this, it will be a clear benefit if robot control could get additional inputs to overcome the limits of
the perception of the onboard sensors.

We then explore the 6G ISAC system capabilities which can establish dynamic safety zones and
adapt to changing conditions, continuously monitoring speed and separation between entities,
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and creating virtual interaction zones that promote safe collaboration. It will complement the Field
of View (FoV) of the robot e.g., by a 360-degree perception. It also enables real-time safety functions
and strategies to prevent unintended contact between robots and humans. By leveraging service
requests and advanced sensing capabilities, the 6G system enhances operational safety and
efficiency, employing innovative monitoring and control mechanisms to ensure safe interactions in
shared spaces.

This comprehensive approach not only aligns with regulatory frameworks but also fosters a safer
environment for human-robot collaboration, essential for the future of autonomous systems.

8.2.1 Safety Zone Components and Requirements

In conventional industrial scenarios, a robot is only allowed to work at full speed if humans are
protected by a fence or other type of barriers to create a physical safety distance. The speed of the
robot and in particular the arms of the robot must be reduced if humans are in proximity. The typical
speed of industrial cobots is [>2m/s] in the absence of humans. If there is a probability of contact
with humans the speed must be lowered to approximately [<1Im/s] [reference: Machine directive EN
ISO 10218-110218-2, and I1SO 15066]. Figure 26 Provides examples of dynamic safety zones based on
[ISO 10218-1] described in further details as follows:

8.2.1.1 Key Parameters of Dynamic Safety Systems.

To design a robot that could interact directly with a human within a workspace, a robot shall be
capable of performing, for instance, adjustment of control system in terms of motion and force. The
safety measurement could be reflected via the definition of zones, according to 1ISO 12100:2010, 3.11:

Maximum space: space that can be reached by the moving parts of the robot

Restricted space (aka separation space): Shortest permissible distance between any moving
part of the robot and any human. This value can be fixed and triggers an alarm or even stop
of the machine.

Operating space (aka task zone): any predetermined space within and/or around the robot
system in which personnel perform a specified activity.

Detection zone: zone within which a specified test piece is detected by sensitive protective
equipment. The detection zone can be a point, line, plane or a space.

Hazard zone: any space within and/or around machinery in which a person can be exposed
to a hazard such as collision.

Protective Stop Space: The designated area around a robot where, if a human or object
enters, the robot will automatically halt its movement. This zone is critical for preventing
injury and ensuring safety during operation, and its dimensions should be clearly defined
based on the robot's capabilities and the specific application environment.

Safeguard Space: The designated area around a machine or robot where protective
measures are implemented to prevent access during hazardous conditions. This space is
intended to ensure that no personnel can enter while the machine is operational, thereby
minimizing the risk of injury. Unlike the Hazard Zone, which merely indicates where risks
exist, the Safeguard Space actively protects individuals from potential hazards such as
collision by restricting access.

Dynamic Safety Zones (DSZ): Adaptive safety zones that change in size based on real-time
evaluations of risks. Unlike traditional static safety barriers, these DSZs expand, and contract
based on real-time assessment of potential risks, providing maximum operational flexibility
while maintaining strict safety standards.
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Virtual Interaction Zones (VIZ): Task-specific areas where humans and robots can collaborate
safely. These zones have defined parameters and activate specialized safety protocols to
facilitate interaction while maintaining safety priorities. By integrating insights from Digital
Twin (DT) technology, VIZ can dynamically adjust their safety protocols based on real-time
data, further enhancing the effectiveness of human-robot collaboration.
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Figure 26: Dynamic Safety Zones (a- lllustrations all “spaces” associated with a robot application, b-
Collaborative Applications and Permitted Zones) [ISO 10218-1]

8.2.1.2 Real-Time Dynamic Safety Zone Core Functions

The core functions that underpin the Real-Time Dynamic Safety Zone are essential for ensuring safe
and efficient collaboration between humans and robots in dynamic operational environments are
as follows:

Speed and Separation Monitoring (SSM) builds upon the framework established in I1SO
10218-1.2:2021, enabling continuous assessment of speed and spatial separation between
robots and human operators. This involves the continuous assessment of speed and spatial
separation among robots and human operators to ensure safety. This critical function
ensures that autonomous systems maintain appropriate distances from humans based on
their current operational speed and trajectory, calculating potential collision risks in real
time.

Transient Contact Avoidance (TCA) implements strategies aligned with I1ISO/TS 15066, which
complements EN ISO 10218-1 to prevent unintended contact between robots and humans
during operation. This includes predictive trajectory mapping that anticipates potential
collision paths and implements preventive measures before risks materialize.

Real-Time Interface Safety Functions (RTISF) are systems designed to continuously monitor
and manage interactions between humans and autonomous systems, ensuring safety in
dynamic environments. By utilizing real-time sensory data, RTISF assess the operational
context and maintain safe distances between humans and robots. These functions enable
instantaneous adjustments to robotic behaviour in response to changing conditions,
thereby preventing potential collisions. Through effective processing of information, RTISF
enhance the reliability and safety of human-robot collaboration, facilitating more efficient
and secure operational workflows.

In order to enable safe and efficient human and robotic collaboration, it is essential to ensure the
above-defined safety measurement in terms of zones defined above, which are also different
depending on the physical restriction and capability of the robot, indoor environment structure,
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performed tasks, etc. Furthermore, the precision and frequency of the environment perception shall
depend on the categories of the zones/spaces, the motion and action performed by the robot as
well as the motion and action of the humans in proximity.

In such surrounding environment perception capability could depend on the robot's on-board
sensors, as well as the sensing capability and services from the radio sensing and ambient sensors.
In case any object detected during environment perception, especially the object in hazard zone, it
could, for instance, trigger an alarm, change the robot's speed (e.g., down to speed zero), or change
the pose(s) and/or trajectory of the robot to avoid potential collisions.

A safeguarded space, guards and end-effector device are illustrated in Figure 27a. The space
between the restricted space and the guards are to illustrate distances for guard opening and/or
clearance. Figure 27b demonstrates another example application of DSZ for personal care robot
application with a manipulator on a mobile platform [DIN EN SO 13482-Safety requirements for
personal care robots].

DIN EN ISO 13482:2014-11
EN ISO 13482:2014 (E)
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Figure 27: (a) A safeguarded space,guards and end-effector device, (b) DSZ for personal care robot. (note: 1.
maximum, 2. Restricted, 3. operating, 4. Safeguard spaces)

8.2.2 Advanced Capabilities Through 6G Integration

Real-time processing of complex environmental data to create dynamic boundaries that adapt to
changing context enables the establishment of dynamic boundaries that adapt to evolving
operational conditions. This capability is complemented by Real-Time Interface Safety Functions
(RTISF), as outlined in ISO/DIS10218-1, which continuously monitor and control interactions between
humans and autonomous systems. These functions leverage sensory data from the 6G ISAC system
to facilitate instantaneous adjustments in robot behaviour when safety thresholds are approached.
Furthermore, enhanced sensing capabilities provided by ISAC may allow for a less restrictive DSZ,
thereby promoting the seamless integration of robots while ensuring safety. The feasibility of this
advancement is contingent upon the operational speed of ISAC, suggesting that this may be an
opportune moment to pursue such developments. To this end, the ISAC system enhances the
safety protocols through:

High-precision sensing capabilities that estimate both direction and speed of moving
objects in the workspace.

Intelligent trajectory adjustment algorithms that modify robot and robot component paths
to avoid potential collisions.
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Seamless integration between safeguarded spaces and monitoring zones, creating a novel
multi-layered safety architecture.

Real-time processing of complex environmental data to create dynamic boundaries that
adapt to changing operational conditions.

Robot orientation detection, including the position of the arms, hands, and the items carried
by the robot and its management which maintains consistent orientation during complex
manoeuvring tasks, preserving operational stability. It is crucial to recognize that the robot
functions as a three-dimensional entity with flexible moving components, such as multiple
arms, each equipped with several joints. Consequently, effective orientation detection
necessitates precise monitoring of the spatial configuration and movement of all robotic
parts to facilitate successful task execution and mitigate the risks of collisions or instability
during dynamic operations.

The integration of these technologies creates a safety ecosystem that continuously evolves in
response to environmental changes, maintaining optimal protection while maximizing operational
efficiency. By leveraging the advanced sensing and communication capabilities of 6G technology,
these systems represent a significant advancement in making human-robot collaboration both
safer and more productive across diverse industrial and service applications.

To further define the mappings of the IMT-2030 improved and new capabilities with the 6G robotics
use cases, we take the Dynamic and Smart Safety Zones Enabled by 6G ISAC discussed in [5] to
explore functional requirements and architecture impact in the following sections.

6G sensing shall contribute to the SSM by estimation the position of the human relative to the robot.
In particular the knowledge of the parts of the humans' body that is closest to the robot arm or/and
gripper. Such that the robot will not be able to stop before coming in contact with the human
(clause 5.10.3) as described earlier in Real-Time Dynamic Safety Zone Core Functions.

6G ISAC shall be capable to perform online measurements of the spaces around the robots. Based
on service requests from the robot operator and controller, the 6G Radio Access Network (6G RAN)
sense all objects within the defined zones within robot spaces. The service request could request
single measurements, measurements in a time series or continuous measurement until the service
is terminated by a dedicated message. Furthermore, the service request could trigger additional
sensing actions by the 6G UE attached to the robot to increase the accuracy of the measurements.

The precision and frequency of the measurements depend on the categories of the zones/spaces,
the speed of the action performed by the robot and the amount, trajectories and speed of the
humans in proximity. The absolute location of the zones within the building or room may change if
the robot is mobile.

6G communication as part of ISAC shall be capable of supporting the real-time interfaces safety
function [ISO/DIS 10218/1 Section 1.7.3]. When implementing safety functions such as speed and
separation monitoring with equipment(s) external to the robot (e.g., ambient cameras or ISAC), it is
advantageous to know the characteristics of the robot in real-time. These can include robot joint
position and velocity of each of the component of the robot, as well as trajectory waypoints and
speed overrides. For effective use of such information as part of a safety function, this data would
need to be provided over a safety interface. Furthermore, 6G sensing enables high reliable transient
contact avoidance as defined in [Source: Annex M of Robotics — Safety requirements — Part 2:
Industrial robots (ISO/DIS 10218-2 2021). ISO / TS 15066 complements EN 1SO 10218-1 by a model of
the human body with 29 points in 12 areas of the human body to limit the force and power of the
robot.

6G ISAC shall determine where on the operators body such contact is likely to occur by precise
sensing of the humans' body position and orientation including arms and hands.
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8.3 Considerations of the Architectural Impact and
Enabling Technologies

As robotics applications advance, the convergence of sophisticated network technologies and
intelligent algorithms becomes paramount. This section describes the evolution of network slicing
and the integration of Al and ML within 6GC networks, emphasizing their profound implications for
enhanced robotic capabilities.

The potential high-level 6G architecture depicted in Figure 28 comes with advanced domain
robotic automation planes. The figure illustrates a framework for a robotic system within the context
of a 6G environment, comprising several interconnected planes:

Robotic Vertical Plane: This layer facilitates integration with third-party services to enhance
perception, cognition, cooperative/collaborative action & task sharing and dynamic safety
zone.

Intelligent Plane: Incorporating Al services, Al models, Al agents, and Cognitive
communication and computing, this plane supports Real-time processing of complex
environmental data required for advanced decision-making and operational efficiency in
the robotic service plane.

Data Governance Plane: This layer manages data collection, storage of data, models and Al
tools, processing, and model provisioning, ensuring data integrity and accessibility for
reliable robotic operations.

Network Service Plane: Encompassing critical sensing and communication capabilities, the
3GPP user plane, control plane, and a specific data plane dedicated to exchanging sensing
data, which utilizes different termination points compared to the user plane. This plane
optimizes network resources to support real-time interactions and ISAC for improved
sensing and perception essential for robotic functionalities. Furthermore, it includes
semantic data representation for improved efficiency, safety and collaboration.

Ethical considerations, trustworthiness, and security Cross-plane: These capabilities are
interconnected with the proposed architecture's focus on Al governance. By establishing
comprehensive guidelines and structures that encompass ethical principles,
trustworthiness, and security measures, organizations can create a holistic approach to Al
implementation exploited by different 6G functionalities. This alignment includes
promoting transparency, fairness, and inclusivity, ensures the reliability, accuracy, and
predictability of Al behaviors, and implements encryption, access controls, and regular
assessments safeguards sensitive data and maintains operational integrity.

The robotic system interacts dynamically with its environment, influencing cognition and
perception while integrating software and hardware. It highlights the importance of ethics,
trustworthiness, and security in robotic operations, aligning with overarching IMT-2030 capabilities.

Overall, the framework emphasizes the synergy between cognitive capabilities, environmental
interaction, and robust data governance to enhance robotic operations.
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Figure 28: High Level Architecture (Revised from [5])

We take the presented use case example related to Dynamic and Smart Safety Zones Enabled by
6G ISAC in subsection 4.6.2 of [5] to explore architecture impact of the robotic use cases in the
following section.

8.3.1 Evolution of Intelligent and Dynamic Network Service Plane
Management

Network slicing, a pivotal feature of 5G and envisioned to be significantly enhanced in 6G, is
advancing towards more agile and adaptive configurations. This evolution prioritizes the creation
of dynamic slices with tuneable parameters, thereby fostering enhanced Key Performance
Indicator (KPI) pipelines that seamlessly integrate communication and computation resources.
Usage of AI/ML methods to manage slices is instrumental in achieving dynamic and autonomous
slice management. A central focus remains on optimizing latency and reliability to meet the
stringent requirements of robotic applications by placing appropriate workloads (atomic functions
and handlers) at suitable compute nodes and by interconnecting them with adequately
provisioned network resources and configurations.

A key advancement in robotic service enabling plane interaction with the rest of the 6G system lies
in the concept of intent-based networking (IBN), which facilitates seamless interactions between
various robotic applications and underlying 6G network infrastructure. This approach enables the
translation of high-level, human-readable service requests—expressed in formats such as JISON—
into actionable network and service configurations. The core idea behind intent-based
management is to enable service user to express the desired state of the system without knowing
how the system management will drive the system to the desired state. In this sense, users need
not be aware of the complexity of the system they are interacting with and asking service from, they
should only be able to express their application requirements in terms of desired system state (e.g,
service-level KPIs).

The main intent properties are: i) readable by humans, ii) emphasize “what is the request” rather
than “how it will be executed”, iii) do not depend on a specific platform, system implementation,
technology or infrastructure, and iv) needs to be quantifiable in terms of evaluation if the intent is
fulfilled. In the context of 6G empowered robotics, robotic applications should be able to seamlessly
interact with 6G system, express their requests and desired network KPls, while intelligent and
dynamic network service management should proceed with network and service workload
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placement, orchestration and interconnection that is suitable for achieving requested performance
targets.

Advanced Al models such as Large Language Models (LLMs) are an ideal solution for mapping
human-readable intents into lower-level network configuration commands across different
network domains. In this context, LLMs are suitable to process human-readable intent and translate
it into downstream commands for various network management functions placed across the
network domains. For example, an intent can be decomposed and translated into downstream
commands targeting actions across the radio access network, transport, and core network domain,
including network and service orchestration functions. Automating these procedures could lead to
fully autonomous service creation and instantiation, for example, in the case of robotic use cases
and applications, interactions between robots or groups of robots and the network using IBN
concepts should rely on:

Human-Readable Requests: By converting high-level requests into precise configurations,
IBN enhances operational efficiency, allowing groups of robots to manage and orchestrate
network resources more effectively to support their operational demands. As robotic
services become increasingly granular and adaptable, the prioritization of network slice
customization based on specific user intents is further amplified.

Evolution of new network interfaces: Critical aspect of network operation is definition and
performance of various interfaces involved in intent-based network management. That
includes interfaces exposed and used by robot service enabling plane, intelligent plane, data
governance plane and network service plane in the high level 6G system architecture,
beyond the interface to third party application provided by 5G as shown with dark blue in
Figure 28.

Enhanced Resource Orchestration: This capability allows groups of robots to effectively
manage and orchestrate network resources lbased on their operational demands,
facilitating smoother and more coordinated activities. It also allows dynamic adaptation of
resources to instantaneous needs of robots or group of robots given their state and activities
they are performing.

As robotic services become increasingly granular and adaptable, the prioritization of network slice
customization based on specific user intents is further amplified.

8.3.2 Network Support for Al/ML in 6G

The integration of Al and ML into 6G networks is critical for supporting the burgeoning
computational and decision-making needs of advanced robotics. By enabling the execution of
Al/ML algorithms directly within the network fabric, previously unrealizable levels of real-time data
processing and autonomous decision-making become possible [3CPP TS23.548]. This paradigm
shift facilitates enhanced network performance and adaptive resource allocation tailored to the
evolving demands of robotic systems.

The Network Data Analytics Function (NWDAF) framework is poised to play a pivotal role in this
transformation by leveraging distributed and federated learning methodologies to optimize
network functionalities and predictive capabilities. Concurrently, the 6G RAN domain supported by
initiatives such as the AI-RAN alliance [8], is focusing on harnessing Al to optimize performance
through dynamic slicing that encompasses both commmunication and computation resources. This
dynamic approach is of particular importance for robots that demand high-intensity Al-driven
vision computation, enabling real-time object recognition, scene understanding, and path
planning.

One of the key aspects of AlI/ML support in 6G is the deployment of a suitable Al/ML operation
framework that could be flexible, scalable, service-oriented and that could serve different network
or external micro-services to efficiently train and deploy Al models they rely on and perform
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inference. This includes functions related to data collection and filtering, storing data in data
repositories (data lakes), model training and model deployment, model inference, etc. For example,
such a framework is already defined in the 5C core network to serve the needs of NWDAF, however,
such infrastructure could be made available for other NFs or external Al/ML-driven functions such
as those relevant to robotic applications: environmental perception, motion planning, etc. More
broadly, how robotic applications embedded as network-based micro services will interact and /
make use and access Al/ML operation framework in 6G is of significant importance for future
resource-efficient deployment of Al/ML-based robotic use cases.

Prior discussion of Al/ML models in 6G was restricted to conventional Al models, including some
recent generative Al (GenAl) models such as Large Language Models (LLMs). These models are
triggered by user inputs and they produce outputs fed to other downstream functions. Recent
trends evolve such GenAl models towards more active models following the advent of agentic
models that introduce an innovative approach wherein autonomous agents can, based on the
context, autonomously execute non-trivial task sequences without any human intervention to
address emerging service requests. Agentic Al is a promising concept whose development and
integration in robotic applications necessitates new agents to address emerging tasks or service
requests that necessitate additional functionalities such as self-learning (as described in Section 8.1).
This self-learning and adaptive capability hold significant potential for enhancing the resilience and
autonomous operation of robotic deployments in dynamic and unpredictable environments. Al
agents can operate both at the side of robotic applications and on the side of network management
and operation and interaction between the agents will be one of the critical design considerations
problems in 6G architecture.

Dynamic resource management and network slicing are evolving towards configurations that
leverage Al and ML for autonomous management, aiming to optimize latency and reliability for
robotic applications.

Agile Configurations: The implementation of network slicing in 6G is progressing towards
more adaptive configurations, enabling the creation of dynamic slices that can respond
quickly to varying operational demands. This approach blurs the traditional 5G approach
where network slices implement one of the specific, network-defined network services such
as eMBB, URLLC or mMTC. The goal is to be able to configure user-defined network slices
that target specific set of KPIs (user-defined operation point) instead of adapting to one of a
very few services offered, thus increasing network service granularity and adaptation
capabilities.

Al/ML for Autonomous Network Management: Al and ML techniques will play a crucial role
in the autonomous management of network slices. These technologies ensure that robotic
applications operate efficiently and effectively following robotic application-defined service
configurations that could be dynamically changed and updated over time depending on
the application's needs. The framework of Al/ML for autonomous network management will
rest on intent-based networking, usage of LLMs for intent processing, translation, and
decomposition, and will evolve over time to introduce fully autonomous agentic Al methods
for service creation and management.

Split-Al in 6G Networks: Al over wireless networks necessitates software engineering for
seamless access to Al models via both cloud and edge computing. Split-Al [9] enables access
to neural networks from various 6G radio network nodes using a distributed architecture.
This mechanism enhances scenarios like mobile robot fleets by allowing autonomous
systems to execute tasks such as object recognition and trajectory calculation more
efficiently. By executing Al models closer to radio nodes, inference times can be improved,
leveraging superior computing resources compared to on-board robot systems.
Additionally, splitting Al models and offloading processing can reduce computing costs,
which is crucial for mobile robots and vehicular applications. In these contexts, Al processing
can be offloaded between vehicles or to road infrastructure, lowering latency for obstacle
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detection and improving autonomous driving. However, this approach raises important
considerations regarding data management in dynamic environments.

Sustainable and Trustworthy Al Operation: In addition to meeting low-latency and high-
reliability goals, 6G network slices for robotics now also need to prove that they are
sustainable and trustworthy. New “Sustainable Al" approaches focus on saving energy by
adjusting the speed or location of Al accelerators depending on how much carbon each
data center is currently producing. This helps reduce energy used per Al task (joules per
inference) without lowering the quality of service. Standards like ETSI's Zero-Touch Service
Management (ZSM) and IETF's Al/ML security drafts are already adding energy and privacy
rules into automated systems that control functions such as NWDAF and RAN Intelligent
Controllers. Federated learning is used so that raw data from robots stays at the network
edge. This respects local data laws while still allowing global Al models to be trained. At the
same time, lightweight explainable Al modules are being developed. These ensure that each
Al decision comes with a clear explanation, which helps build human trust in critical
situations such as telesurgery or shared robot tasks. All these technologies support the idea
of “agenticslices”. These are network slices that include autonomous agents managing their
own operations based on goals such as low energy use, low latency, and transparent
decision-making. This concept is being explored in frameworks like AgentNet and discussed
widely in the telecom industry. Early testbeds, such as NVIDIA's cloud-based 6G research
platform, already show how these energy-efficient and trustworthy slices can be launched
when needed, for example, to support mobile robot fleets [16][17].

8.3.3 Semantic Communication to Enhance Cognition

Semantic communication represents a paradigm shift in how information is exchanged between
robotic systems, enabling a deeper understanding of context and intent. Unlike traditional
communication methods that focus solely on the transmission of bits, semantic communication
emphasizes the meaning behind the information, facilitating more effective interactions between
robots and their environments [12]. This approach is particularly relevant in the context of
integration of Al and 6G technologies, where the integration of advanced Al models and
communication frameworks can significantly enhance cognitive capabilities in robotics and
increase communication efficiency [13].

At its core, semantic communication leverages techniques from natural language processing (NLP)
and machine learning to interpret and convey complex information in a way that machines can
understand and act upon. By utilizing rich semantic representations, robots can better interpret the
intentions of human operators and the context of their tasks, leading to improved decision-making
and collaboration [14]. For example, when a robot receives a cormmand, it can analyze the semantic
meaning behind the instruction, considering factors such as the task context, environmental
conditions, and the status of other robots or humans in the vicinity.

The implementation of semantic communication in robotics also enhances situational awareness
[15]. Robots equipped with semantic understanding can share insights about their environment
and operational status with other machines, allowing for coordinated actions and adaptive
responses. This is particularly beneficial in dynamic and unpredictable environments, where real-
time adjustments are crucial for maintaining safety and efficiency. For instance, in a manufacturing
setting, robots can communicate their operational states and intentions to one another, enabling
them to synchronize their actions and avoid collisions.

Moreover, semantic communication can enhance the learning capabilities of robotic systems. By
interpreting and exchanging high-level concepts rather than mere data points, robots can learn
from their interactions and experiences more effectively. This capability aligns with the self-learning
paradigms discussed in previous sections, allowing robots to refine their cognitive models and
improve their performance over time.
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As we move towards the implementation of 6G networks, the potential for semantic
communication to transform robotic cognition becomes increasingly significant. The high
bandwidth, low latency, and reliable connectivity offered by 6G will enable more sophisticated
semantic exchanges, facilitating seamless interactions between robots and their environments.
Future research should focus on developing frameworks and protocols that support semantic
communication in robotic applications, ensuring that these systems can leverage the full potential
of 6G technologies for enhanced cognition and collaboration.

In summary, semantic communication serves as a crucial enabler for advancing robotic cognition,
fostering improved understanding, collaboration, and adaptability. By integrating this approach
with 6C capabilities, we can create more intelligent and responsive robotic systems that are better
equipped to meet the demands of complex operational environments.

8.3.4 Dynamic Safety Zone System Components and Functional
Interactions

The DSZ Systemm Components and Functional Interactions are vital for understanding the
architecture of robotic systems [10]. Each module—Environment, Sensing, Perception, Cognition
and Actuation, and Interfaces Between Planes—plays a critical role in how these components work
together to enable advanced robotic functions. Figure 29 presents a comprehensive robotics
architecture that demonstrates an example of how future robotic systems will integrate
environmental data, perception, cognition, and actuation—empowered by 6G enabling
technologies, as outlined in the one6G "6G Empowering Future Robotics" whitepaper [5].
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The environment in which robotic systems operate is characterized by two key modules:
Connectivity and Actors.

The architecture begins with customized wireless-connected subsystems, which utilize both
proprietary wireless and wired technologies. These systems support connected actuators and
robust inter-robot connections, ensuring seamless communication between robots and their
surroundings. High-performance external communication is a crucial feature, emphasizing the
need for ultra-reliable, low-latency connectivity—a core promise of 6G for robotics.

In this interconnected landscape, various actors play essential roles. Robots, including Autonomous
Mobile Robots (AMRs), Uncrewed Ground Vehicles (UGVs), and Uncrewed Aerial Vehicles (UAVs),
along with diverse robotic forms such as bipedal, quadrupedal, and hexapod robots, dynamically
interact with their environment. Additionally, manipulators attached to these robots are
increasingly equipped with multiple arms, enhancing their ability to perform complex tasks. Static
and dynamic objects, including humans, are also recognized as integral components of the
operational context. Supplementary devices, such as Programmable Logic Controllers (PLCs) and
virtual PLCs, provide critical feedback on environmental conditions and ongoing processes.

This integration of connectivity and actors establishes a robust framework for effective collaboration
and operation within robotic systems.

Advancements in sensing are fundamental to the architecture of robotic systems, which
incorporates advanced 6G sensing modules deployed both in the network (6G Antenna) and on
devices (e.g.,, 6G User Equipment). These modules facilitate real-time, high-fidelity data collection
from the environment, enabling robots to perceive their surroundings accurately.

External sensors, whether deployed in infrastructure or as part of networked sensing (e.g., ISAC—
Integrated Sensing and Communication), work in conjunction with embedded sensors that
measure various parameters such as position, velocity, force, and impedance. This comprehensive
approach to sensing aligns with the vision of 6G as a platform for pervasive, high-precision sensing,
supporting multimodal and distributed perception essential for robotics.

By integrating these advanced sensing capabilities, the architecture significantly enhances the
ability of robots to adapt and respond to their environments, which is critical for their operational
effectiveness.

The perception module consists of two key aspects: Communication and Intelligence.

Effective commmunication is vital for robotic systems, facilitating the direct exchange of sensed data
between robots. This capability supports collaborative tasks and real-time coordination, allowing
for efficient and secure information exchange through inter- and intra-robot scalable hyper-reliable
low-latency communication (HRLLC). The architecture also embraces current industry
communication standards, such as PROFInet, PROFIsafe, and VXLAN, alongside robot middleware
protocols like ROS2 [10], DDS, and Zenoh, ensuring both security and reliability.

In terms of intelligence, the architecture relies on Al-based fusion of networked and device-based
sensing. This process enables the system to analyze vast streams of data, yielding actionable
insights. Advanced capabilities, including point cloud processing, object classification, and the
generation of human body and kinematic models, enhance the robots' decision-making processes.
Furthermore, cooperative awareness data, where robots share their intended movements, fosters
safe and efficient multi-robot collaboration, reinforcing the whitepaper's emphasis on cooperative,
autonomous systems.
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Cognition complements perception through intelligent analysis for action. It involves reasoning
about the environment, allowing robots to structure data logically for decision-making. Cognitive
control develops a model of the robot and its interactions, which enhances task execution and
informed decision-making.

The architecture includes planning mechanisms that are integral to this cognitive framework. It
features tasks, trajectory, and arm motion planners, which determine optimal movement paths and
manipulator actions based on real-time data and Al-driven insights. This aspect targets
collaboration with existing Enterprise Resource Planning (ERP) solutions responsible for shop floor
management and Fleet Management Solutions (FMS) in the case of Uncrewed Ground Vehicles
(UGVs).

Key components of the planning process [11] include:
Task Scheduler: Assigns tasks to robots based on current orders.
Trajectory Planner: Determines optimal paths for movement.

Arm/Robot Motion Planner: Plans the movements of robots.

These planning mechanisms can be implemented as software on the robot itself, at the edge, or in
the cloud, providing flexibility in control systems. Additionally, the cognitive processes encompass
long-term planning for effective task scheduling, which is particularly relevant in fleet
management.

Cognition and actuation are interlinked through several planning and execution mechanisms. The
architecture incorporates tasks, trajectory, and arm motion planners that determine optimal
movement paths and manipulator actions based on real-time data and Al-driven insights. This
planning framework also aims to collaborate with existing Enterprise Resource Planning (ERP)
solutions for managing shop floors and Fleet Management Solutions (FMS) for UGVs.

The task scheduler assigns responsibilities to robots based on current orders, while the trajectory
planner determines the best paths for movement. Additionally, the arm and robot motion planners
ensure precise execution of movements necessary for task completion.

Kinematic systems and multi-degree-of-freedom (X-DoF) arms or grippers provide versatile, precise
actuation, supporting a wide range of tasks in dynamic environments.

Kinematic Systems: Mechanisms for movement control.

X- DoF Arms or Crippers: Enables versatile movements and tasks.

Actuation in robotics involves executing control algorithms based on perceptual inputs. This
process includes various control strategies, such as motion control, force control, and impedance
control, enabling robots to achieve specific objectives with precision and reliability. Effective
actuation requires seamless integration of sensory data and cognitive processes. By interpreting
inputs from their surroundings, robots can adjust their actions in real-time, ensuring optimal
performance. For instance, in environments where obstacles may suddenly appear, a robot's ability
to dynamically alter its trajectory based on sensory feedback is crucial for maintaining safety and
efficiency.

The are four main interfaces to be considered for a proper robot and network interaction. This
structured approach highlights the integration of environmental data, perceptual processing,
cognitive planning, and actuation within the robotic system required for the architecture planes:
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Command data is sent to actuators for movement and calibration, while feedback data (e.g.,
tactile force, audiovisual, proprioceptive) is returned to the control unit for monitoring and
adjustment.

Control Feedback Mechanisms support user interfaces for motion monitoring, mobility
control, visualization, and status reporting for sensors and actuators. All of them are
traditionally exchanged between the entities via 3GPP user plane.

Radio sensed data based on 6C ISAC additional planes must be considered in the
architecture. A new 6G data plane as part of the network service plane will be responsible for
the exchange of sensing data captured by the 6G nodes (infrastructure and user
equipment).

6G sensing data may be further processed in the 6G network e.g. to generate the data
formats requested by users in their service request. Examples are filtered measurement
data, point clouds within selected areas and objects or triggers generated by doppler
processing. In simple applications just position information could be of interest. Proper
interfaces are required to allow a safe, secure and reliable exchange of 6G sensing data with
the Robot control entities on the robot itself or deployed in the network and cloud.

These four interfaces must interact with the planes using compatible middleware solutions widely
utilized on robotics. Examples of these are Data Distribution Service (DDS) and Zenoh mostly used
in ROS2. MQTT must be also considered for further compatibility with traditional shopfloor robots
based on VDAS050 standard. Finally, there are additional protocols that must be used for real-time
sensor transmission such as RTSP, useful in applications such as remote teleoperation.

8.4 Dynamic Safety Zone System Atomic Functions,
Handlers and Interactions

5G system forms the basis for service-based architecture (SBA) [aka service-oriented architecture
(SOA). There are several benefits to service-based architectures in comparison to the monolithic
architecture, namely:

Components have a limited scope and therefore changes can be made quickly and
efficiently

Instances can be added, removed on demand adding ease of scalability
Independent software upgrades

Ease of debugging due to limited scope of components

The aim of the example DSZ use case is to leverage advanced 6C enabling technologies such as
ISAC to accurately determine where contact between a robot and a human is likely to occur. By
precisely sensing the human body's position and orientation—including arms and hands—this
system enhances safety and efficiency in collaborative environments.

This architecture will potentially change in 6G, where the SBA will evolve to address new demands
and advancements in technology. The 6GC architecture must address vertical requirements by
providing a platform with integration options for applications that can benefit from the enhanced
communication, computation, and sensing capabilities that 6G offers. Key innovations in 6GC include
the integration of Al for dynamic resource management, ultra-low latency communication, and
support for a diverse range of applications such as haptic cormmunication and pervasive sensing (as
defined in [4], which allows the decomposition or factoring of the current monolithic services into
more detailed functions. Figure 30 illustrates the core atomic functions and their respective
handlers, detailing the interaction between dynamic safety zones (DSZs) and human operators.
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Robot-to-Human (R2H) Interaction

Figure 30: Atomic function & handlers for DSZs and onsite human operator

Set-Up Phase: Initiates the interaction by establishing the necessary protocols and system
configurations, including:

Robot Registration: Identifying and cataloging the robot's capabilities and current status.
Service Authentication: Verifying operator identities to enhance security.

Environment model establishment: Creating a comprehensive model of the operational
environment, which includes mapping physical spaces and identifying relevant obstacles
and features that may impact interactions.

Sensing calibration: Adjusting and calibrating sensors such as sensing frequency to optimize
their performance in the specific environment, ensuring accurate data collection and
effective human-robot interaction.

Perception Phase: Creates a detailed model of the environment through:

Sensing calibration: Adjusting sensors such as sensing frequency to update based on the
environment changes.

Identification and Classification: Gathering static and dynamic data, such as environmental maps
and human behavior patterns, to identify and classify static and dynamic objects required for task
execution phase

Perception model update and sharing: Frequently updating the perception model to reflect real-
time changes in the environment and sharing this information among relevant system
components.

Perception Handler: Integrating sensory data for comprehensive situational awareness, enabling
both the robot and human operators to make informed decisions.

Task Execution Phase: Manages task operations, allowing for:

Task Definition: Structuring tasks into manageable sub-tasks.

Task Sharing: Enabling collaboration among multiple cobots and operators.




one6G white paper, 6G technology overview — 5% Edition, September 2025

(oneec)

Task Handlers: Calling specific functions related to the task and incorporating inputs from
production systems to align with operational goals. This involves dynamic allocation and
sharing of tasks to optimize efficiency and safety.

Atomic Function Handlers:

Event Handling: Coordinating human perception, environmental data analysis, object
recognition, and multimodal sensing.

Environment Mapping: Creating a model of the workspace.

Multimodal sensing: Adjusting the path based on sensor feedback and environmental
changes.

Human perception: Incorporating human sensory information (e.g., through wearables) to
improve interaction and collaboration with robotic systems.

Environment perception: Ensuring that the system accurately interprets the surroundings
to facilitate safe and effective operation

Dynamic Safety Zone (DSZ) Functions: Includes SSM, which continuously assesses the
distance and speed between robots and humans to prevent collisions; RTISF, which
monitors interactions and adjusts robot behavior based on safety thresholds; and TCA, which
utilizes predictive mapping to prevent unintended contact during operations to ensure
safety.

Path Planning: Determines the optimal route for the robot while avoiding obstacles and
incorporating efficient paths while ensuring safety.

Grasping plan: Establishing strategies for how the robot will approach and manipulate
objects depending on the task definition, ensuring effective handling and task execution.

This structured approach ensures effective collaboration between robots and humans while
maintaining safety and operational efficiency. An example of described UC atomic functions and
handlers’ interactions can be found in Figure 31

*Goal: One or more robots and service

*Goal: To provide the environment
perception

«Inputs: Sensed data by actors

*Qutput: Environment model *

«Actor: Robot sensors, ambient sensors,
networked sensing, localisation

*Goal: To split operation tasks to sub-tasks
and share sub-tasks with authenticated
actors

«Inputs: Discovered paired/grouped robots
*operators

*Output: Sub-task assignment

*Actor: Relevant network component in
Edge/core (e.g., PCF)

*Goal: To authenticate operators
*Inputs: environment model
+Output: Authorized entities in the
automation process

+Actor: Relevant network core
components (e.g9. AUSF)

*Goal: To interact & operate
multimodal information

*Inputs: (sub)-task(s) requirements
and device multimodal capabilities,
safety zone

*Qutput: Human-robot communication
& control

*Actor: Human operators and robots

operator(s) autonomously pair with a human
service recipient or industry process
*Inputs: Authorized entities and defined
subtasks

*OQutput; Environment model: (discovered
robots)

*Actor: Relevant network component in
Edge/core)

*Goal: To plan robot motion based for safe and
reliable operation

«Inputs: Environment model (deterministic/non-
deterministic mobility)

+Output: Safety zone management (e.g.,
collision avoidance )

«Actor: Relevant network function (e.g.
NWDAF) Al for motion planning
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Figure 31: Cobot use case for dynamic safety zone atomic functions and handler interactions

Table 12 presents the DSZ Atomic Functions, detailing the corresponding inputs, outputs, and
potential functional requirements necessary for the effective operation of the system, highlighting
how these elements links with potential functional requirements.

Table 12: DSZ Atomic Functions, input, outputs and potential functional requirements

Atomic . .. Functional
. Description -
functions Requirements

Environment
Perception

Task
Execution

Motion
Planning

Multimodal
Interaction

Grouping and
Coordination

Service
Authentication

Computation
Offload

Gathers a model of
the environment,
utilizing device
discovery and
collecting static
and dynamic data.

Manages tasks,
allowing for
definitions and
splitting into sub-
tasks from
production
systems and
operators.

Supports robot
movement and
positioning,
incorporating real-
time updates and
dynamic safety
zone

management.

Enables interaction
through various
sensory modalities,
allowing operator
control for
supervisory
interactions.

Facilitates
autonomous
pairing of robots
and operators,
involving context-
aware discovery
and coordination.

Ensures secure
operator
authentication
using biometric
data.

Enables task
offloading to
central systems for
processing.

Multimodal sensor
data, localisation,

device discovery

Task definitions for
grouped robots &
operators

Spatial sensing
zone, mobility
data, task
execution
commands

Paired/grouped

robots, sub-tasks,
device capabilities

Authorized
entities, sub-tasks,
discovered
neighbors

Environment
model, biometric
data

Environment
model,
subscription

requests

Environment
model,
published to
perception

processing units

Task
assignments,
environment
model updates,
auth lists

Motion plans,
safety zone
status, sensing
zone

updates

Human-robot
communication,
control
commands

Grouped/paired
operators,
environment
model

updates

Authenticated
entities

Code execution

results for
planning and

Enhances
situational
awareness and

supports efficient
data sharing.

Coordination and

resource
management.

Safe and efficient
robotic operations.

Enhanced human-
robot collaboration
and

res ponsiveness.

Cooperative
robotics and
network efficiency.

Security protocols
within robotic

operations.

Resource
management and
computational

efficiency.
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Atomic . .. Functional
. Description .
functions Requirements

safety
management

8.5 Conclusions

The integration of 6G technologies into robotics signifies a transformative shift, enhancing not only
the operational capabilities of robots but also ensuring safer human-robot interactions. This
document has explored critical functionalities, including advanced communication, dynamic safety
systems, and Al-native solutions that collectively empower autonomous systems. The alignment of
IMT-2030 features with robotics functionalities demonstrates the potential for increased efficiency,
adaptability, and safety across various sectors, such as healthcare, logistics, and environmental
monitoring.

Looking ahead, the focus must shift towards refining the frameworks established in this work.
Future efforts should concentrate on developing interoperable standards that facilitate seamless
integration of 6G capabilities into diverse robotic applications. Additionally, fostering collaboration
among stakeholders—researchers, industry leaders, and regulatory bodies—will be essential in
addressing the challenges of safety, ethics, and trust in robotic systems.

To enhance the coherence and interlinking of the sections, a more integrated approach could be
adopted. For instance, each section could reference related technologies and functionalities
discussed in other parts of the document. This could be achieved by incorporating cross-references
that connect the implications of 6G technologies on safety systems to their applications in specific
robotic functionalities. Furthermore, the use of visual aids—such as flowcharts or diagrams—could
clarify the interactions between different elements of the robotic architecture and their relevance
to 6G features.

In summary, the future of robotics lies at the intersection of advanced communication technologies
and innovative design principles. Continued exploration of Al-driven resource management,
dynamic safety zones, and real-time monitoring systems will pave the way for more autonomous,
efficient, and safe robotic operations. By prioritizing collaborative development and standardization,
we can unlock the full potential of 6G in transforming the landscape of robotics, ensuring a safer
and more integrated future for human-robot interaction.

8.6 References

—
—
[}

one6G Position Paper, “6G & Robotics,” Jan. 2023.

N

onebG White Paper, “6C & Robotics: Use Cases and Potential Service Requirements,” June 2023,

W

onebG White Paper, “6G & Robotics: A Methodology to Identify Potential Service Requirements
for 6G-empowered Robotic Use Cases,” Nov. 2023.

[4] onebG White Paper, “6G & Robotics: Identifying Use Cases and Potential Service Requirements
— Methodology and Examples,” June 2024.

[5] onecG White Paper, “6G Empowering Future Robotics: Mapping Requirements and
Advancements for the IMT-2030 framework,” March 2025.

[6] Meseguer Valenzuela, A. and Blanes Noguera, F. “Task Allocation in Mobile Robot Fleets: A
review”, 2025. doi10.48550/arXiv.2501.08726.

[71 A M.Valenzuela, J. Silvestre-Blanes, V. M. Sempere-Paya and L. M. Bartolin-Arnau, "Multi-Access
Edge Computing performance into Non-Public 5G Networks: A robot-based experiment," 2024




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

(8]
9]

[10]

IEEE 20th International Conference on Factory Communication Systems (WFCS), Toulouse,
France, 2024, pp. 1-8, doi: 10.1109/WFCS60972.2024.10541038.

AIRAN alliance, (online): https://ai-ran.org/

S.Schwarzman et al,, “Native Support of Al Applications in 6G Mobile Networks via an Intelligent
User Plane”. [EEE WCNC 2024.

D. Kortenkamp, R. Simmons, D. Brugali, (2016). Robotic Systems Architectures and
Programming. In: Siciliano, B., Khatib, O. (eds) Springer Handbook of Robotics. Springer
Handbooks. Springer, Cham. https;//doi.org/10.1007/978-3-319-32552-1_12

R. R. Murphy, (2019). Introduction to Al robotics. MIT press.

D. Gunduz, Z. Qin, L.E. Aguerri, H.S. Dhillon, Z. Yang, A. Yener, KK. Wong, and C.B. Chae, (2022).
Beyond transmitting bits: Context, semantics, and task-oriented commmunications. IEEE Journal
on Selected Areas in Communications, 41(1), pp.5-41.

E.C. Strinati and S. Barbarossa, (2021). 6G networks: Beyond Shannon towards semantic and
goal-oriented communications. Computer Networks, 190, p.107930.

P. Liand A. Aijjaz, (2025). Task-Oriented Connectivity for Networked Robotics with Generative Al
and Semantic Communications. arXiv preprint arXiv:2503.06771.

W.Wu,Y.Yang, Y. Deng and A.H. Aghvami, (2024). Goal-oriented semantic communications for
robotic waypoint transmission: The value and age of information approach. IEEE Transactions
on Wireless Communications.

M. Abel et al, “Large Language Models in the 6G-Enabled Computing Continuum: a White
Paper,” p. 255, 2025, doi: 10.34894/VQIDJA.

F. Zhu et al, “Wireless Large Al Model: Shaping the Al-Native Future of 6G and Beyond,” Apr.
2025, Accessed: Jul. 20, 2025. [Online]. Available: https://arxiv.org/pdf/2504.14653.



https://ai-ran.org/
https://doi.org/10.1007/978-3-319-32552-1_12

onebG white paper, 6G technology overview — 5" Edition, September 2025 (OF\EBG)

9. Distributed Federated Al

Artificial intelligence (Al) and Machine Learning (ML) are among the key technologies shaping the
future of the internet and the world. They are significantly changing the way data is collected and
analysed to gain better and more important insights on key processes and support decision making
in numerous application fields e.g., smart cities, industry 4.0, e-health, smart agriculture etc. The
heterogeneity of today's large-scale ubiquitous networks and the need to fulfil the diverse
requirements of their users in the best possible way, also mandate the usage of Al/ML approaches
[46].

Al represents a tool to solve networking problems that were previously deemed intractable due to
their tremendous complexity or the lack of the necessary models and algorithms. A common
approach to build an Al-enabled system is to stream all data from source devices to the cloud and
perform the model building/training as well as the inference there. However, the large amounts
and complexity of data that need to be exchanged, often exceed the network infrastructure
capabilities causing challenges with regard to data communication overhead, network delays,
privacy and costs. To overcome these challenges, distributed learning and inference technigques
have been proposed. In this approach Al components devoted to training/inference tasks are
distributed at the edge devices thus alleviating the need to transfer huge amounts of data to the
cloud aiming at exploiting the available computing resources in the best possible way.
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Figure 32: A carrier network along with connected terminals forms a distributed platform.

Specifically, a carrier network along with connected terminals forms a distributed platform, where
computational resources are distributed from the core to the edge going down to deep-edge
resources (such as smart homes, smart factories, smart cars, drones etc.), as depicted in Figure 32.
Data is also gathered and collected all over that distributed system including on and from end
devices (e.g. vehicles, mobile terminals), on BSs, on routers, on NF instances, on application servers
etc. Therefore, there is a great potential in distributed learning and execution; to offload
computation tasks, and, thus, to increase the speed of learning; to bring computation closer to data,
decreasing latency, transmission overhead, and cost; and to conform to privacy constraints.
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In this section, we provide example use cases, as well as an overview of the state of art and the most
promising developmentsin the exploitation of distributed Al techniques for network management,
orchestration and overall optimization. The evolution of the network to support novel distributed Al
deployments is also discussed.

9.1 Use cases

Distributed learning focuses on information management in systems composed of several
components that work together to achieve a desired goal, and applies multi-agent systems to learn
and manage the behaviour of independent agents and for the development of complex multi-
agent systems [43]. The traditional areas of distributed Al solutions are health information systems,
commerce, energy distribution and traffic control. However, many more cases are now being
considered, since the vast availability of data in numerous everyday activities has generated new
opportunities but centralized application of Al is unfeasible or unpractical.

An example use case includes service provisioning and coordination in carrier networks, with
services being executed across multiple distributed network nodes on demand. To process
incoming traffic, service components have to be instantiated and traffic assigned to these instances,
taking capacities, changing demands, and Quality of Service (QoS) requirements into account. This
challenge is usually solved with custom approaches designed by experts, relying on unrealistic
assumptions or on knowledge which is not available in practice (e.g,, a priori knowledge). Besides,
many of these solutions are centralized, and hence suffer from scalability problems. Distributed
reinforcement learning solutions [38][39] have shown to be able to address these issues,
outperforming existing approaches while requiring much fewer resources to ensure high success
rates on real-world network topologies.

Another use case includes computation task offloading for V2X applications. Such applications are
usually computation intensive, e.g., inferring from large neural networks or solving non-convex
optimization problems. These applications currently reside in the vehicle's onboard units (OBU), but
the growing complexity of these tasks calls for alternative options such as offloading to distributed
edge clouds [6gEco]. As in the previous case, computation offloading decisions are applied in
centralized manner also, relying on unrealistic assumptions such as the availability of global state
information at this centralized decision-making component, and hence are unpractical and not
scalable. Distributed reinforcement learning approaches, where each vehicle can decide based on
its local state information what task to offload and when, are shown to be of great interest, providing
great improvements compared with SOTA [41][42], as discussed shortly in Section 9.3.

Finally, autonomous navigation is one of the fields that presents many challenges due to the
influence of many factors in decision making, since it must consider nearby vehicles, pedestrians,
cyclists, road lanes, among others (see Figure 33). Currently one of the most used Al models is deep
learning because we can obtain much more accurate models allowing us to run a safe autonomous
driving. Normally the approach used is the one in which automobiles store a huge amount of data
centrally on servers in order to perform the offline learning phase. However, a better approach
would be via a decentralized model, where the network is a continuous learning network, where
cars can share their neural network models and improve their own model in real time [44].




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

VEHICLES PEDESTRIANS

Figure 33: Autonomous navigation is an example use case of distributed learning.

9.2 State-of-the-art

9.2.1 Standardization & Related Initiatives

ML techniques can be applied to improve the performance, smartness, efficiency and security of
SDN, as extensively surveyed in [50]. It has been largely recognized that Al and ML techniques can
play a pivotal role to enable intelligent and cognitive orchestration of 5G network functionalities [51].
At the standardization level, 3GPP hasintroduced in the 5G architecture the Network Data Analytics
Function (NWDAF) [1], enabling NFs to access to the operator-driven analytics for different purposes,
including intelligent (i.e., MLL-enabled) slice selection and control.

In another 3GPP study [2], the aspects to be considered in relation to the potential extension of the
current NWDAF functionalities towards distributed operations are described. Several proposals are
made, among which some considerations include a) NWDAF being responsible for data analytics
generation based on a model, which can be trained using different machine-learning algorithms
and training data sets; b) to study whether NWDAF functional split is required, and identify the
NWDAF functionality that can be separated or placed in a different NF/NF Service. Additionally, key
issues are highlighted in this work, such as trained data model sharing between multiple NWDAF
instances. Furthermore, some questions raised are the following: Are there use cases, where
NWDAF instances can generate data analytics reusing a model trained by other NWDAF instances?
How does a NWDAF instance provide the trained data model to other NWDAF instances? Which
interactions should have standardized interfaces with NWDAF architecture? To such questions, the
same study identifies the employment of Federated Learning as one of the most promising
solutions, which could also handle issues related to data privacy and security, model training
efficiency, etc.

In ETSI, the Experiential Networked Intelligence Industry Specification Group (ENI'ISG) [3] is defining
a Cognitive Network Management architecture, using Al technigues and context-aware policies to
adjust offered services based on changes in user needs, environmental conditions and business
goals.

ITU's Focus Group on Machine Learning for Future Networks including 5G [4] has generated a
number of relevant outputs, such as an architectural framework for machine learning in future
networks, use cases' identification for machine learning, framework for evaluating intelligence




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

levels, data handling, etc, as well as a number of deliverables, including requirements, architecture
and design for machine learning function orchestration, ML-based end-to-end network slice
management and orchestration, vertical-assisted network slicing based on a cognitive network, etc.
In the proposed “Architectural framework for machine learning in future networks including IMT-
2020", high-level architectural requirements for ML in future networks are introduced, such as
enablers for cross-layer data correlation, enablers for ML architectures deployment, namely points
of interaction between ML functions and technology-specific underlay network functions, flexible
placement of ML functionalities in the underlying network functions, plugging in and out new data
sources or configuration targets to running ML environments, ML models’ and training/testing data
transfer among ML functionalities on different levels, etc.

In addition to the aforementioned initiatives, leading mobile network operators have established
the O-RAN Alliance in 2018, with the intention to empower the open RAN with Al technologies, thus
making mobile networks more intelligent, open, virtualized and fully interoperable [5].

9.2.2 H2020 research projects

Many recent projects also promote the design of Al-driven, cognitive network orchestration and
resource management mechanismes.

In 5G-Monarch [6] network resource efficiency is increased through Al-based resource scaling
mechanisms for elastic VNF deployment.

Similarly, 5GZORRO [7] uses distributed Al to implement cognitive network orchestration and
management with minimal manual intervention.

S5C-CLARITY [8] targets to develop a management plane featuring SDN/NFV components together
with an Al engine to automate network management by receiving high level intent policies from
the network administrator.

SCROWTH [9] introduced a novel architecture, which features an Al/ML core component, namely
the 5Growth-Al/ML platform that realizes the concept of Al/ML as a Service (AIMLaaS). The target of
the AIMLaaS is to address the needs for Al/ML models for fully automated service management,
network orchestration, and resource control within the 5Growth architecture.

DAEMON (Network intelligence for aDAptive and sElf-Learning MObile Networks) project [10]
introduces a vision for a Network Intelligence (NI) framework, which will operate across all different
“micro-domains”, from the core of the network to the (far) edge, and mainly aims at fulfilling the
vision of zero-touch network and service management in mobile systems.

MonB5G (Distributed Management of Network Slices in beyond 5G) project [12] focuses on a novel
autonomous slice management and orchestration framework that aims to facilitate the mass
deployment of slices, relying on state-of-the-art mechanisms based on data-driven Al. The network
management system is hierarchical, fault-tolerant, automated, data-driven, and with adaptive,
hands-off services.

Hexa-X [13] project is aimed at predictive orchestration and service management, fragmentation
without over-provisioning, elasticity of segmentation according to traffic conditions, and real-time,
hands-off automation using multi-action Al mechanisms to achieve intelligent end-to-end
orchestration.

9.2.3 Academic literature

9.2.3.1 From the cloud to the edge: towards distributed Al

As the number of networking applications increases, significant progress has been made in the
performance and accuracy of Al-based solutions. However, Al integration into decision-making
systems and critical infrastructure still requires assuring end-to-end quality. The common approach
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to build an Al-enabled system is to stream all the data from source devices (e.g., |oT objects) to the
cloud and perform the model building/training as well as the inference there.

As an alternative, the interplay of edge computing and Al, also referred to as “edge intelligence” or
‘edge Al", recently gained momentum [14], as testified by the flourishing literature as well as by
high-end chips commercially available, e.g., Google Edge TPU, that are getting smaller and cost-
efficient, hence making feasible to fit them easily in mobile devices or even loT devices, in
agreement to the tinyML philosophy [15]. By pushing Al/ML close to the end-users and where data
is produced, edgeAl and tinyML bring advantages to the aforementioned fields mainly in terms of
more responsive and privacy-preserving decision making.

However, restricting Al algorithms to run only on edge devices may not be a practical and efficient
solution. The most pursued and straightforward approach is to perform the model training into the
cloud and run inference at the edge. More sophisticated approaches should instead be pursued, so
that the hierarchy of |oT devices, edge and cloud nodes are leveraged to optimize the performance.

Recently, a lot of research initiatives have been devoted on how to adapt (e.g. compress, split) Al/ML
models, to fit within edge/end-devices with tighter constraints with regard to the cloud, and on
where to place them [14]. The early work in [16] proposes a scheduling strategy that splits a multi-
layer DL network into several tasks, with different sizes of intermediate data and computational
overhead, to be distributed among edge and cloud nodes.

9.2.3.2 Federated learning

Federated learning (FL) is a recently introduced decentralized approach, where learning is
performed in a distributed manner on each terminal/device/entity, enabling them to share
knowledge without any need to exchange raw data [45]. Thus, one important characteristic of FL is
that, since the user generated data are kept locally, it can preserve data privacy and security by
design given of course that certain design guidelines are adopted. On the other hand, training in
such heterogeneous settings e.g. smartphones, data centres etc. creates new challenges for large
scale machine learning and associated optimisations. For example, in [80], a distributed mode of
deployment of NWDAF was proposed, in order to optimize network resource consumption while
ensuring data security. In particular the following critical aspects are identified: a) the
communication cost since a vast number of devices may need to communicate, b) the
heterogeneous nature of the systems, c) the heterogeneity of the statistical properties of the
collected data and d) the preservation of the privacy of the exchanged data [47]. Thus, the research
community should devote efforts to address these challenges in order to achieve the envisaged FL
gains fully.

For example, a recent work aims at reducing the communication cost and impact of the
heterogeneity of the data generating distributions from different users by enhancing the so called
over-the-air (OTA) Federated Learning approach [48]. In this approach all users simultaneously
transmit their updates as analog signals over a multiple access channel, and the server receives a
superposition of the analog transmitted signals. The authors propose the Convergent OTA FL
(COTAF) algorithm which enhances the common local stochastic gradient descent (SCD) FL
algorithm and it is shown that can alleviate the channel noise that affects the optimization
proceduresin OTA FL. Thisis achieved by introducing a time-varying precoding and scaling scheme
that leads to an effective decay of the noise contribution.

In the field of intelligent transportation systems, FL technigques with heterogeneous model
aggregation have been applied and two distributed layers are used to leverage the capabilities of
the central cloud to achieve better training efficiency and higher accuracy results [17] the
computation and communication energy requirements can be optimized under a latency
constraint that affects the learning accuracy as shown in [49]. An iterative algorithm with low
complexity, for which, at each iteration is proposed, and closed-form solutions for computation and
transmission resources are derived that reduce significantly energy consumption compared to
conventional FL.




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

9.2.3.3 Network for Al

Distributed Al approaches raise challenges concerning the way distributed Al components devoted
to training/inference tasks are connected and spread over the cloud continuum. Recently,
communication techniques enabling distributed ML have been designed but are mostly limited to
the wireless edge [18]. In [19] radio resources are allocated to edge devices depending on the
importance of data provided for model training. Similar approaches for retransmission and for joint
data selection and radio resource allocation are devised in [20] and [21]. Departing from the radio
segment, in [22] the role of network topology in distributed ML is investigated and in [23] the one
which speeds up Federated Learning training is selected according to several performance metrics.

The network affects distributed Al performance. For instance, in [24] it is recognized as the
bottleneck for distributed Reinforcement Learning (RL) due to the huge data exchange over
multiple rounds. Hence, networking capacity should be considered jointly with other resources;
besides, it can actively contribute to learning and inference. Despite the interest for pushing in-
network computation [25][26], in-network support of distributed Al/ML techniques is still poorly
investigated. This issue is early discussed in a recent work [46], where the new network design
requirements and challenges for supporting Al applications are preliminarily presented. There, it is
emphasized that since emerging Al and ML applications require to transport not only raw data but
also information and knowledge, new communication primitives are required, including
multipoint-to-multipoint and in-network processing/aggregation due to control and latency
constraints. Networks need to manage not only the bandwidth and buffer, but also computing and
caching resources. With similar motivations, the need to shift from a network of information to a
network of intelligence is also argued in [27].

The work in [28] leverages programmable switches to build an accelerator which conducts
computation on packet payloads to facilitate gradient aggregation for distributed RL training. In-
network inference is also deemed promising in [29]. In [30], the idea of inference delivery networks
(IDN) is proposed as networks of computing nodes that coordinate to satisfy inference requests
achieving the best trade-off between accuracy, latency and resource-utilization, adapted to the
requirements of the specific application. Conceiving a network enabled distributed Al also passes
through proper, even revolutionary, approaches [31]. Through native in-network caching and name-
based forwarding, information-centric networking (ICN) can facilitate the orchestration of
distributed Al components as early argued in [32][33] and recently investigated also in [34]. There,
the interplay between SDN and ICN is suggested to support a network of intelligence. Overall, how
to re-engineer the network to support Al needs to be fully unveiled.

The aforementioned trends are well described in the recent survey in [71]. There networking
solutions in the literature, ranging from the radio segment to the core, aimed at improving the
performance of distributing intelligence throughout the cloud-to-things continuum are critically
scanned and guidelines are provided for the design of a “future network for distributed
Intelligence".

9.2.3.4 Al-as-a-service

The majority of edge solutions embedding Al capabilities rely mainly on complex Systems on Chips
(SoCs), with sophisticated architectures, requiring dedicated hardware accelerators and huge
memory requirements. Alternatives are GP-CPUs, FPGCA's, or powerful multi-core devices [35].
Although the number and variety of these accelerators are increasing, they are typically designed
for specific Al algorithms, hence introducing additional complexity for platform abstractions.
Moreover, Al algorithms are typically tightly coupled to the application that exploits them, so
hindering the provisioning of the same offered service to other applications.

Unlike centralized deployments, distributed Al solutions may suffer from interoperability issues, due
to fragmented and mainly application-specific solutions [15]. To circumvent this issue, it is crucial to
set up mechanisms to identify and discover Al components and build intelligent applications upon
them as, for instance proposed in [36]. There, a virtualization layer is designed which is hosted at the
network edge and is in charge of the semantic description of Al service requirements needed for
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augmenting their cognitive capabilities. In such deployments the provision of Al services could be
done by third party entities on demand alleviating the need of in-house Al component building
capabilities.

9.2.3.5 Al Towards Green Communications

Over the recent years, energy efficiency in wireless communication networks has been the primary
focus for a number of research studies, addressing the problem from different perspectives through
the exploitation of resource orchestration, computation offloading, as well as load balancing
strategies.

A subset of research works is tackling the problem of energy efficiency, considering generic (non-
FL related) computation tasks [84]-[88]. In [84], the authors propose novel user cooperation
approaches, considering two computation offloading schemes for Mobile Edge Computing (MEC)
systems. The proposed approaches improve the energy efficiency for latency-constrained
computation, by jointly optimizing the available computation and communication resources.
Zhang et al. in [85] introduce an improved SAC (ISAC) algorithm towards a joint optimization of
partial task offloading and resource allocation decisions, among various Industrial Internet of Things
(IloT) devices. Another work [86] presents a knowledge plane-based MANO framework, using a twin-
delayed double-Q soft Actor-Critic (TDSAC) method towards energy consumption and Virtual
Network Function (VNF) instantiation cost minimization. In [87], the authors propose a Q-learning
and Double Deep Q Networks (DDQN)-based method to determine the joint policy of computation
offloading and resource allocation in a dynamic multi-user MEC system. AlQerm et al. in [88],
propose a novel intuitive online reinforcement learning methodology, in order to determine the
most energy efficient traffic offloading strategy.

Additionally, there is a number of proposed solutions that consider an FL process as a use case,
targeting to address energy-related challenges [89]-[97]. The work in [89] presents a novel
framework that targets to minimize the overall energy consumption of a Federated Edge
Intelligence (FEl)-supported IoT network, through the joint optimization of multiple key
parameters, using the Alternate Convex Search (ACS) algorithm. The authors in [94] propose a joint
resource allocation scheme for efficient FL in 10T, aiming at the minimization of the system and
learning costs by jointly optimizing bandwidth, computation frequency, transmission power
allocation and sub-carrier assignment. Mo et al. [93] focus on minimizing the total energy
consumption of a federated edge learning system, subject to a maximum training delay constraint,
by optimizing both the communication and computation resources, using the techniques from
convex optimization. Another work [90], proposes energy-efficient strategies for bandwidth
allocation and scheduling so as to reduce the energy consumption while warranting learning
performance in a federated edge learning (FEEL) framework. In [95], the authors formulate a joint
learning and communication problem as an optimization problem for FL and a bisection-based
algorithm is proposed, whose goal is to minimize the total energy consumption of the system under
a latency constraint.

Zhang et al. [91] present an energy-efficient FL framework for Digital Twin (DT)-enabled IloT that
exploits a DDQN, in order to jointly optimize training strategies and resource allocation, considering
a dynamic environment. Another work [92], through the use of a Proximal Policy Optimization
(PPO)-based actor-critic method, targets the energy efficiency improvement of FL, by jointly
minimizing the learning time and energy consumption. The authors in [96] exploit the merits of
Multi-Agent Deep Deterministic Policy Gradient (MADDPG), in an attempt to address the
challenges posed by adopting FL into the Internet of Vehicles (IoV) scenario. They design a mobility
supported FL participant decision algorithm, which is followed by a joint resource allocation
problem targeting to optimize the FL computation and communication costs. Nguyen et al. [97]
propose a Deep Q Learning (DQL) algorithm concerning the resource allocation, in a mobility-aware
FL network, which aims to maximize the number of successful transmissions, while minimizing the
energy and channel costs.
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9.3 Ongoing research

9.3.1 Distributed Privacy Aware Learning Framework for QoS Prediction

Beyond 5C networks bring a new era in system automation, by introducing new and demanding,
in terms of Quality of Service (QoS) use cases and applications. Predicting the QoS for end users in
a timely manner and enabling service adaptation methods to react in advance in case of QoS
degradation is of high importance, especially for safety-critical applications such as in vehicular
communications. In parallel, the use of Al has been recognized as a key enabler in future wireless
networks by both Industry and Academia [52]. So far, mainly centralized Al approaches
[53][54][55][56][57][58] have been employed for QoS prediction, requiring data transfers from source
devices to centrally located data centres and, thus, suffering from data privacy, computational
complexity and operational costs. Alternative Al solutions have also recently been emerged (e.g.
Split Learning, Federated Learning), distributing Al related tasks of reduced computational
complexity (e.g. local training) to a number of (in general heterogeneous) devices, while exploiting
locally stored datasets and avoiding any raw data exchanges [59].

The benefits of distributed learning are well understood but can be gained as long as some
significant challenges are addressed, related to distributing Al in wireless networks. One of the
major challenges towards an effective learning is factoring in device heterogeneity, in terms of data
types, data distribution, and computational capabilities; model heterogeneity may also be present
due to possible variations in model architectural options. The challenge in this case is to strike a
good balance between the level of integration of heterogeneous model architectures and learning
effectiveness. The latter necessitates the investigation for model aggregation techniques capable
of producing robust and well performing models, especially in cases of critical services and
applications with stringent QoS requirements. In addition, ways to cope with the anticipated
increased burden on network resources are needed: distributed learning typically requires
continuous model update transmissions, comprising millions or even billions of model parameters,
a burden that increases proportionally to the numlber of devices participating in the distributed Al
mechanism. In view of the limitations of centralized QoS prediction approaches and the challenges
in deploying effectively distributed learning, it becomes apparent that new and innovative solutions
are required for QoS prediction in future mobile networks. Such solutions should enable a scalable
distributed learning execution across heterogeneous network entities and model architectures,
while contributing to privacy preservation and ensuring a robust model performance.

Motivated by these open challenges, a novel privacy-aware distributed learning approach is
proposed, designated as DISTINQT [61], based on sequence-to-sequence autoencoders, capable of
providing accurate predictions to end users for a future time horizon. DISTINQT contributes to data
privacy preservation by distributing (among distinct nodes) a number of Neural Network (NN)-
Encoders, capable of encoding input data into a non-linear latent representation before any
transmission. DISTINQT also allows different architectural options for each NN-Encoder, depending
on the data types collected at the different nodes. This flexibility enables the incorporation of diverse
knowledge and model architectures into a sole learning process that will enhance the robustness
and generalization capabilities of the final QoS prediction model.
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Figure 34 DISTINQT's Architecture Overview

More specifically, Figure 34 depicts a high-level overview of the DISTINQT's NN architecture that will
be distributed among all involved nodes of different Network Entity Types (NETs).

Role Assignment: The DISTINQT framework is realized in a synchronized manner. At the beginning
of the learning phase, each NET is assigned with one of the following roles based on data samples
availability.

Active NET: An active NET holds data samples related with the learning task, as well as the
set of ground-truth data (i.e. QoS KPI). Only one NET can be assigned this role.

Passive NET: A passive NET holds data samples related with the learning task, without any
ground-truth data. Multiple NETs can be passive.

Coordinator NET: A coordinator NET coordinates the learning process in a synchronized
manner, by contributing to the learning process with its own data samples, while also
orchestrating the communication of the involved NETSs.

Local NET Aggregator: A local aggregator is assigned to each NET by collecting and
transmitting all the necessary inputs, aggregating and updating the trainable weights of
the involved nodes of a specific NET.

The structure of the DISTINQT's NN architecture is as follows:

NN-Encoder: Each node is equipped with one NN-Encoder that may be comprised of
multiple encoding layers. An NN-Encoder processes an input sequence and encodes it into
a fixed-length vector, named as context vector, while applying a non-linear activation
function (e.g. the rectified linear activation function - RelLU). This preserves data privacy, since
the mapping of the input sequence to a non-linear latent representation is of higher
complexity and as such cannot be easily reversed by any other worker or snooper [60]. The
nodes of the same NET employ identical NN-Encoders, in terms of number and type of
encoding layers, as well as number of neurons per layer. The NN-Encoders used by distinct
NETs may differ in their NN structure, depending on the use case, data types (e.g. visual,
aural, numerical), and computational capabilities of the nodes. DISTINQT's flexibility in
architecture configuration could enable and support a multi-modal learning process. The
rest of the NN architecture is located at the coordinator NET and includes a Merging Layer,
an NN-Decoder, as well as a number of Hidden Layers.
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Merging Layer: This layer is responsible for applying a merging function (e.g. summation,
concatenation, average) to the context vectors produced by all nodes, including the
coordinator. The merging is performed between interconnected nodes resided on different
NETs.

NN-Decoder: The NN-Decoder is responsible for constructing the future sequence over the
selected time horizon, based on the output of the Merging Layer. It should be noted that the
NN-Decoder despite its name, does not attempt to reconstruct any initial input sequence.

Hidden Layers: This part of the DISTINQT's architecture includes a set of hidden layers (e.g.
fully connected), where their number and type could vary, depending on the prediction task.

Global NN-Encoder: When all NN-Encoders of a NET are updated (trainable parameters)
during the learning process, the respective Local NET Aggregator produces a global model
update, named as Global NN-Encoder, by aggregating the updated trainable parameters of
the corresponding NN-Encoders. The Global NN-Encoder can integrate collective and
heterogeneous knowledge from the participating nodes, enhancing the performance,
convergence speed and the generalization capabilities of our proposed framework.

The DISTINQT framework motivated the design and integration of a QoS prediction function in a
distributed manner, transferring the functionality from the core network to the edge, where edge
network entities and end users could be involved in the QoS prediction process in a collaborative
manner. Since the core network is decoupled from the QoS prediction process, the signalling
overhead as well as the network delays can be significantly reduced. The proposed distributed
scheme for QoS prediction, Figure 35, realizes a distributed LSTM-based architecture, considering
several distinct NETs (e.g. UE, BS, MEC, Cloud), where each type of NET is responsible of collecting
and processing a subset of features related with the prediction task.
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Figure 35 Distributed QoS prediction scheme
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The objective of the proposed scheme is the prediction of the QoS that a NET experiences over
multiple time steps. To achieve this, each NET processes its own historical sequence of data with
length equal to a predefined time window. This is achieved with the use of a Bidirectional LSTM
(BILSTM) Auto-encoder that encodes the historical data sequence into a fixed length vector, known
as context vector, applying the rectified linear activation function (RelLU). It is assumed that the data
privacy can be preserved by using the RelLU function [62]. One of the available NETs is selected to
aggregate the context vectors (Aggregator NET) of the distributed BiLSTM Auto-encoders (located
at the different NETs), to merge the received vectors with its own, to execute the rest of the Neural
Network (NN) architecture and to provide the QoS prediction sequence. The proposed distributed
architecture ensures that there are no raw data exchanges between the involved network entities,
as only the encoded vectors are transmitted.

The performance of the proposed distributed scheme was evaluated using a simulated
environment and over different test case scenarios, exploiting the discrete event simulator (NS3).
The evaluation methodology chosen for this study is based on the 3GPP's guidelines. Ten evaluation
scenarios, differing on background traffic load and the mobility patterns are exploited for the
evaluation results. The performance of the distributed architecture was compared to an LSTM-
based centralized architecture [63] and against another two well-known centralized state-of-the-
art solutions.

The results prove the effectiveness and feasibility of the distributed QoS prediction scheme, proving
a statistically similar performance to the centralized solution, while also preserving end user’s
privacy. Additionally, it results in a significant reduction of the signalling overhead compared to the
centralized solution. Finally, evaluation results show the outperformance of the distributed scheme
over the two existing state-of-the-art solutions. The future work includes an investigation towards
performing distributed training, as well as enhancements of the proposed scheme’s architecture.

9.3.2 Decentralized offloading decisions

V2X applications are computation intensive (e.g. inferring or training a large neural network),
characterized by huge number of users, dynamic nature, and diverse QoS requirements. These
applications currently reside in the onboard units (OBU) of the vehicles. However, these units are
limited on computation capabilities. Besides, post-production OBU upgrades for higher on-board
computation power are typically not commercially viable. The ability to offload the V2X application
to edge/cloud via multi-access edge computing (MEC) devices improves the performance,
protecting also vehicles against IT obsolescence, considered as a key technique for future V2X
scenarios [64].
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Figure 36: System model; right: an example topology, left: message sequence.

Currently, computation offloading decisions are made centrally at the MEC. This however requires
centralized data about the state of the network and the traffic requests and preference and
requirements imposed by each vehicle. Gathering such data imposes communication and latency
overhear. Besides, Centralized modelling is too complex, eg., in a fast-changing dynamic
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environment with many vehicles with different objectives. A centralized solution would be therefore
computationally slow/costly, failing also to adapt to the changes in the environment in the runtime.

In a series of work, published recently [41], [42], and [65], we study the application of decentralized
Multi-Agent Reinforcement Learning (MARL) technigques to this problem. The system adopts the
classic edge cloud computing architecture: user-side vehicles request services: operating-side
admission control and assignment (ACA) units (e.g., road side units or base station) control
admission of service requests and assign them to different computing sites, which own resources
and execute services (Figure 36).

Multi-agent systems use agents to represent individual interests and model complex interaction
between players. When a centralized modelling problem is broken down into local, individual
models, it reduces model complexity and data requirements. In a MARL system, each agent
interacts with the environment to obtain rewards, which allows the agent to learn highly-rewarded
behaviour. At each state, each agent takes an action, and the actions of all agents together
determine the next state of the environment and reward of agents. Therefore, one major challenge
is how to learn in a non-stationary environment when the static properties of the environment is
changing over time.

Besides, in such distributed system, each agent can observe partial state information (part of full
environment state information available to the agent) and local reward information (as it cannot
see the impacts of its actions on the system level) only. Therefore, the second challenge is finding
an algorithm that efficiently learns from partial information with just enough feedback signals,
keeping information-sharing at a minimum. The third challenge is how to incentivize vehicle's
behaviour such that they willingly align their individual goals to the system, long-term, goals. The
vehicles can learn about these system goals through delayed and sparse reward signals received
from the operators.

We proposed a MARL algorithm which enables each vehicle to learn the best offloading strategy,
having access to the local, partial, state information only. So, a vehicle does not know about the state
of other vehicles in the environment, or the number of vehicles in its vicinity. It learns its offloading
strategy based on the reward signal it received from the MEC, which determines if it's bid for
offloading a task was successful and the price to pay (MEC applies a second auction method to
determine the winners of a bidding round):

is it better to bid for offloading a task and what is the price to bid for the service; or,

is it more beneficial to back off the request to future, with the hope that it can get a better
and cheaper service price as the network might be less loaded?

Beside the outcome of a biding, the MEC also informs the vehicles times by times about the average
traffic load in its computing sites and also some other system metrics such as fairness. Vehicles
integrates this delayed sparse signal reward information into their learning, to enhanced their
predictive power, as well as better alignment between individual, short-term, and system, long-
term, goals.

Evaluation results show that the proposed solution enable the vehicles to align private and system
goals without sacrificing either user autonomy or system-wide resource efficiency, despite the
distributed design with limited information-sharing. The results also indicate significant
performance enhancement achieved using this solution, compared with the state of the art. More
details can be found in [65].

The proposed solution however assumes that all players have a single objective, although many
real-world problems are multi-objective in nature. One open problem then still remains on how to
adapt the proposed framework to multi-objective settings, with different vehicles aiming at
optimizing different objectives.
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9.3.3 Autonomous Navigation

Traditional approaches to solving autonomous navigation require the use of high-tech sensors in
order to have a high-quality map and accurate localization to allow the vehicle to choose an optimal
trajectory from the starting point to the destination point. To reduce the level of technology
required, many researchers focus on using Al technigues to perform path planning without using
a map. For this reason, a novel method was proposed in [66], where the authors combined the
benefits of Experience Repetition, Heuristic Knowledge, and Genetic Algorithms to obtain a
behavioural policy based on Double Deep Reinforcement Learning. The proposed algorithm
defines the probability of choosing the action to be executed using directed, autonomous or hybrid
knowledge. This means that the agent chooses the action using a routing and avoidance algorithm,
by the policy trained, or by the combination of the routing algorithm and the probability of choosing
the second-best action based on the Q-value (See Figure 37).
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Figure 37: Description of the transition process from exploration to exploitation through three types of
knowledge

In addition, three memories are defined to store the samples. The main memory stored all the
samples. The second stores the best sequences of actions that reach the highest reward, the third
stores temporarily the samples of each episode to calculate the best sequence to be stored in the
second memory and copy n times in the main memory in order to increase the probability of
sampling them during training phase (see Figure 38). In this phase, the batch used to feed the
neural network is the result of the combination of the best sequences of actions (second memory)
and random samples from the main memory. As a result, the convergence of the network is faster
compared to other approaches. Another important fact is since the training was performance using
multi-target and multi-source points the generalization problem is approached. Summarizing, the
algorithm shows high performance and robustness, as it needs less time to train a policy than other
algorithms, even using only the CPU. This demonstrates that it does not require equipment with a
high computational capacity. Moreover, its efficiency is demonstrated since it is able to optimize the
path chosen by the agent both in terms of time and distance. Therefore, the paths traced are
smooth and short.
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depending on the trajectory performed by the agent

An alternative for trajectory planning of one agent is proposed in [67], where a multi-layer Q-
learning approach uses global and local information to train a lower and an upper layer for local and
global planning, respectively. In contrast [68], combines a black hole field strength with a deep Q-
learning network to learn an optimal behavioural policy. However, when there is more than one
agent in the environment, they will have to interact, which is a major challenge; therefore, in [69] it
was proposed that the agent learns a high-level policy to select the target to reach and the action
to perform if there is no obstacle. In case it finds an obstacle, it executes a low-level policy that
determines the turning angle to avoid collisions. Another interesting approach is proposed in [17]
where the action to be performed is chosen by visual observation, the movement intention of local
neighbours, and a local policy that is the result of shared knowledge among all agents.

Once an agent has been provided with autonomy, the next step is to implement a multi-agent
navigation system. This process presents numerous challenges, not only related to network
requirements but also in terms of fostering cooperation among agents. Many authors use
Independent Learning (IL) to teach agents in a multi-agent system. Where each agent assumes
that the other agents are static elements of the environment (see Figure 39). Consequently, each
agent may require more time to determine its optimal policy, as it relies only on its own experiences.
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Figure 39: Description of Independent Learning: each agent selects its action based on the assumption that
the other agents represent a static part of its environment

Conversely, Figure 40 illustrates how an agent learns by considering its actions and those
performed by other agents, it is called Joint Action Learning (JAL). This approach allows finding the
optimal behavioural policy more quickly, however the computational cost increases as the number
of agents in the system increases. On the other hand, IL has the advantage of avoiding the
computational complexities associated with JAL, i.e,, it offers a scalable solution.
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Figure 40: Description of Joint Action Learning. Each agent learns by using its own actions as well as actions
performed by other agents.

Recognizing the trade-offs between IL and JAL, [101] proposed a novel approach that combines the
benefits of both methods. They use the concept of JAL to search for the optimal behavioural policy,
but instead of relying on the actions performed by other agents, these actions are provided by a
self-advice module. This innovation allows the benefits of IL, maintaining a constant system
complexity even as the number of agents increases.

This approach is based on a semi-decentralized architecture, where all the data collected by each
agent is sent to a common memory located in the cloud. Therefore, all the data collected by each
of the agents will be used for training the behavioural policy, but these data will be treated as if they
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came from a single agent. As a consequence, an optimal behavioural policy will be derived in a way
that guarantees asimple learning model that does not increase the computational complexity with
the number of agents. The authors simplify their algorithm by limiting the number of actions to
two: one chosen by the agent's current policy and the other suggested by a self-advice module. This
keeps the system manageable and efficient.

In addition, this approach reduces third-party data manipulation, as agents send sensor data to the
cloud and the information is only accessible within the cloud, which enhances security and privacy.
Regarding the self-advising module, it has two components: the first one is in charge of building a
2D map in the cloud using data from all agents, and the second one involves a routing and obstacle
avoidance algorithm, which suggests the optimal action to help the agent avoid collisions. This
innovative approach offers a promising solution to the challenges of multi-agent navigation and
cooperation.

A collision controller is also designed to evaluate whether the expected future distance between
the agentswill resultin a collision. If a potential collision is detected, the controller determines which
agent has the priority tag and applies the k-nearest neighbours (kNN) algorithm to select an action
that moves the agent away from the collision points (see Figure 41).
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Figure 41: Explanation of the process performed by the collision controller to minimize even more the
number of collisions

Within this module, each agent calculates its future position according to the action chosen by its
behavioural policy. For this calculation, the authors considered that each action has both linear and
angular velocities associated with it. Thus, future positions are calculated considering the current
position, the expected action and the respective linear and angular velocities.

Summarizing, the cooperative navigation algorithm proposed in [101] has been shown to have high
performance and low computational complexity. This algorithm generates a global policy based on
data from all agents, where each agent is treated as an independent entity and only two actions are
required for each agent, regardless of the number of agents in the system. The action chosen by
the global policy and the action of the self-advising module. Within this module, each agent
calculates its future position according to the action chosen by its behavioural policy. For this
calculation, the authors considered that each action has both linear and angular velocities
associated with it. Thus, future positions are calculated considering the current position, the
expected action and the respective linear and angular velocities.

The above approach assumes uniformity among the agents, since they are all equipped with the
same type of sensor. However, what happens when the agents have heterogeneous systems, i.e,
each agent is equipped with a different sensor? To address this challenge, [102] introduced a
homogenization algorithm and a data estimation technique.

The authors considered for the homogenization process that the neural network input requires a
vector of 24 data. These data correspond to the distances detected by a laser with 360-degree vision.
Since the objective is to train a global policy on a system of heterogeneous agents, the data
obtained by each of the agents with cameras will be transformed from Point Cloud type data to
Laser Scan type data. In simpler terms, the 3D points that are captured by the camera will be
converted into 2D data as if they had been captured by a Laser Scan.
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It is also considered that when an agent is equipped with multiple sensors, a synchronization
process will be executed to ensure that data are collected not only in the same format but also
simultaneously. Depending on the field of view of the sensor, the angle will be divided by
considering a minimum angle, a maximum angle and an angle of increment. With this increment
angle the number of individual scans and the position within the input data will be determined. To
calculate the remaining data, an estimation process is employed using an arithmetic approach. Is
important to note that this process varies according to the last action performed by the agent.
Finally, for those missing data that could not be estimated by geometry, a linear interpolation is
used to estimate them (see Figure 42).
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Figure 42: Process of data homogenization, synchronization and estimation proposed in [102]

9.3.4 Enhanced Client Discovery and Client Selection in Federated
Learning

The FL performance is highly dependent on effective selection of client devices participating in
distributed model training. Some of them may have low computing/battery resources, making it
difficult to perform heavy training tasks; others may have poor datasets that compromise the
accuracy of the model.

A further problem that can affect the FL process is the possibility that the scarcity of resources in
the network segments crossed by the data streams exchanged between clients and servers
negatively affects the overall obtainable performance in terms of convergence rate. The latter one
does not represent a big issue for applications that exploit FL for example to make long-term
predictions (in the field of e-health, or in the environmental field, etc.) but it is in more dynamic
contexts in which applications can be sensitive to the delay in the learning process.

In the light of the above, it can be stated that, if randomly selected by the FL server, some clients
can both delay the training procedure and negatively affect the accuracy of the aggregate model.

Starting from this perspective, research is being carried out aimed at enhancing the FL client
selection process to support next-generation intelligent applications by acting on different levels.

The first one is to investigate how clients (and the relevant capabilities) can be discovered to
identify the most suited ones for the learning task, which protocol to use for interactions
between the FL server and potential (heterogeneous) clients, and what is the network load
caused by the aforementioned procedures.

The second one is to understand the potential of an approach that exploits the Software-
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Defined Networking (SDN) paradigm to maintain the distributed learning process at high
levels of effectiveness and efficiency even in the presence of clients, whose model updates
may experience poor network conditions over the path towards the server.

Utilizing timing and value of information aspects will lead to more efficient spectrum
utilization for client scheduling by considering only the most critical clients, thus, having lower
network energy consumption and faster convergence rates.

9.3.4.1 Studies on MQTT-based Client Discovery

Client discovery is a crucial topic in FL. However, the majority of literature solutions focus on the
definition of criteria to select clients [72] and not on the procedures needed to efficiently enable a
judicious client discovery. To fill this gap, a study that is being carried out in the context of the topics
described in the first item is reported in [73] which aims to define:

An edge-based FL architecture aligned with the European Telecommunications Standards
Institute (ETSI) Multi-Access Edge Computing (MEC) specifications to make the most of
natively provided MEC services (see grey boxes in Figure 43) in retrieving information about
clients. In particular, position and link quality information are retrieved by the FL server to
make, with the support of other parameters, a more conscious client selection.

The use of the Message Queue Telemetry Transport (MQTT) publish/subscribe protocol,
suitably configured to enable the FL Server to interact with potential clients to discover their
capabilities, e.g,, in terms of computing, battery, datasets. The MQTT broker (in Figure 43)
decouples the clients and the FL server to allow a greater scalability, because the FL server
does not need to keep connections with all the clients.

The use of the Open Mobile Alliance (OMA) Lightweight Machine-to-Machine (LwM2M)
semantics in the MQTT topics to pursue low communication overhead and interoperability
in the presence of heterogeneous devices which describe their capabilities.

By departing from conventional networking approaches, the proposal in [74] goes well beyond the
usage of MQTT and investigates the Named Data Networking (NDN) paradigm, an ICN instantiation
building upon in-network caching, native multicasting, name-based location-independent data
forwarding, as an enabler of FL client discovery. Although promising in terms of communication
footprint, the viability of implementing NDN besides green-fields deployments is still under debate
and deserve further investigation.
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Figure 43: Reference architecture for research on Edge-assisted MQTT-based Client Discovery [73]
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9.3.4.2 Studies on SDN-assisted FL Client Selection

With reference to the topics described in the second item, the approach that is being followed starts from
the very recent literature dealing with the topic of the “Network for Al” (already discussed in previous
sections) to propose an SDN-assisted Federated Learning mechanism, in which the possibilities offered by
the recent network softwarisation techniques are put at the service of FL processes. In an initial study [75] it
has been demonstrated how the use of SDN techniques can reduce training times while maintaining the
same accuracy performance. An ongoing study is instead investigating how to implement an SDN-assisted
FL solution that leverages a closer collaboration between the Network Controller and an FL Orchestrator
and the FL Server for a dynamic selection of clients assisted by the SDN controller during the various rounds
of the training process (see

Figure 44).
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Figure 44: Possible reference scheme for research on SDN-assisted FL Client Selection.

9.3.5 Resource-aware Federated Learning

Federated learning has proven effective in large-scale systems. However, training of a model,
especially a deep NN, is a very resource-hungry (in term of computation, energy, time, etc.) process,
and thusitis unrealistic to assume that all the devices in the system can perform all types of training
computations all the time. Distributed systems often consist of a heterogeneous set of devices with
differing constraints in terms of computational capability (e.g., through the presence of an
accelerator), available memory, power (e.g., because of thermal constraints), energy (e.g., for battery-
driven devices or devices running on green energy), and etc. This is specifically the case if the
learning is distributed over deep edge devices as suggested in 6G systems. Also, to guarantee that
a device can deliver its main tasks without any interruption, only free resources available on the
device should be allocated to the training procedure. Besides, some devices may use green energy
resources, such as solar-cells, which are by nature time variant and thus unreliable. Hence,
heterogeneity is not only between the devices but also over the time, as the amount of resources
available on a device for training may vary over the time (see Figure 45).
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Figure 45: The availability of resources at devices can vary over devices and over time. These heterogeneities
should be considered when applying FL.

9.3.5.1 DISTREAL

A distributed on-device learning mechanism should take all these types of heterogeneity into
account. While several works study the problem of heterogeneity across devices [47], time-varying
resource availability has so far been neglected. To address these shortcomings, [76] proposes a
distributed, resource-aware, adaptive, on-device learning technique, DISTREAL, which enables the
system to fully exploit and efficiently utilize available resources on devices for the training, dealing
with all these types of heterogeneity. The objective is to maximize the accuracy that is reached after
limited training time on devices, i.e, convergence speed. To fulfil this goal, we should make sure
that Cl1) The available resources on a device are fully exploited. This requires fine-grained
adjustability of the training model on a device, and a method to instantly react to changes; and C2)
The available, limited, resources on a device are used efficiently, to maximize the accuracy
improvement and hence the overall convergence speed.

A dropout technique is proposed in [76] to adjust the computational complexity (resource
requirements) of training the model at any time. Thereby, each device locally decides the dropout
setting which fits its available resources, without requiring any assistance from the server,
addressing C1. This is different from the state-of-the-art techniques, such as [77][78][79], where the
server is responsible for regulating resource requirements of training for each device at the
beginning of each training round, which may take several minutes. DISTREAL is therefore able to
reacts in a runtime manner to the changes in the resource availability at the devices participating
in the training process.
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Figure 46: Convergence with CIFAR-10 and CIFAR-100 on heterogeneous devices where resources
availability changes randomly over the time with rate A. DISTREAL achieves a higher convergence speed
than HeteroFL [77] and Fed. Dropout [78], and the highest final accuracy.

The evaluation results show that using different per-layer dropout rates achieves a much better
trade-off between the resource requirements and the convergence speed, compared to using the
same rate at all layers as the state of the art, addressing C2. A DSE technique is applied to
automatically find the Pareto-optimal dropout vectors at design time. DISTREAL is implemented
an FL system, in which the availability of computational resources varies both between devices and
over time. It is shown through extensive evaluation that DISTREAL significantly increases the
convergence speed over the state of the art, and is robust to the rapid changes in resource
availability at devices, without compromising on the final accuracy (e.g. see Figure 46). Note that
DISTREAL is scalable, as it does not require any assistance by the server.

9.3.5.2 CoCoFL

Note that DISTREAL focuses only on computation constraints at devices. However, in a wireless
network, the training devices are at deep edge, communicating with the FL server (which resides
in an edge computation centre close to e.g. a base station) through wireless links. These links are
limited in terms of throughput and their qualities are varying over time. To enable an efficient
distributed training over these devices, we should also consider the communication constraints at
these deep edge devices.

In [98], we propose an adaptive mechanism to enable an efficient training of a deep Neural Network
over such setting, tuning the computation, memory, and communication overheads of learning
tasks to the capabilities of participating edge devices. We propose a novel technique,
Communication and Computation-Aware Federated Learning (CoCoFL), that allows all devices to
calculate gradients based on the full model, irrespective of their capabilities, through partial
freezing and quantization of the model at constrained devices. We show that quantizing frozen
layers but keeping trained layers at full precision results in a large reduction in resource
requirements, while still enabling efficient learning at devices. Figure 47 shows an overview of the
proposed solution.
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Figure 47: Overview of CoCoFL. At design time, different configurations of frozen/trained layers are profiled
w.r.t. communication, computation, and memory in training. At run time, a heuristic selects a suitable
configuration on each device w.r.t. the device's constraints.

Freezing layers reduces the required gradient computations, the storage of intermediate
activations, and the size of the parameter update, while quantization further speeds up the
computations of frozen layers. Partial freezing and quantization open up a large design space,
where each layer can be frozen or trained on each participating device. The selection of trained
layers has a significant impact on the required resources and on the accuracy. We introduce a
heuristic that allows for server independent selection of layers with respect to the local resource
availability at run time, based on design-time profiling of the performance of devices.

We evaluate performance of CoCoFL in an FL system. We consider three types of devices, strong
(with sufficient resource to train the full model and transmit the data to server in time), medium
(with 2/3 of commmunication, computation and memory resource of strong devices), and weak
devices (with 1/3 of resource of the strong devices). For each experiment, we distribute the data from
the datasets CIFAR10/100, FEMNIST, CINIC10, XChest, IMDB, and Shakespeare over devices. We
evaluate ResNet, DenseNet, MobileNet, and Transformer NN models.

We study several data split scenarios:

An iid case, where data is randomly distributed to all devices, and hence, every device has
about the same number of samples per class.

A non-iid case, where we vary the non-iid-ness with the value of a of a Dirichlet distribution,
similar to [99]. Hereby, the number of samples per class varies between devices.

A rc-non-iid case, where data is resource correlated non-iid. This means that information
about certain classes is only available on specific device groups, increasing the necessity to
include them in the FL process.

We compare CoCoFL to several baselines: state-of-the-art HeteroFL and FJORD [100], which are the
closest to our technique. Additionally, we compare to a theoretical bound and a straightforward
baseline that drops all but the strong devices from FL training:

Centralized: All data is centralized (on one device), serves as a theoretical upper bound.

FedAvg (full resources): FL is applied, but all devices have full (homogeneous) resources. This
baseline serves as a theoretical upper bound.

FedAvg: Devices that cannot train the NN (e.g., due to limited memory) are dropped from
the training (therefore also their data). This serves as a naive baseline, used in production use
cases.

Table 13: Accuracy (Top 1) in % for DenseNet, MobileNet, ResNet18, ResNet50, and Transformer. For XChest
the F1 macro score is given (unbalanced data,.
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Topology DenseNet MobileNet ResNet18
Setting CIFAR10 CIFAR10 CIFAR10 (w. GroupNorm) FEMNIST
Dirichlet — (iid) n-iid@0.1  re@0.1 — (iid) re@. 1 - (iid) n.-iid@0.1 rc@(, 1 — (iid) re@(,1
Centralized 87.840.2 87.0£0.7 82.5+1.1 88.140.0
FedAvg (f. res.) 84.3+0.1 75.6+1.5 74.943.3 84.940.2 774427 76.1 + 0.1 694 0.5 729+ 1.4 86.2+0.1 82.94+1.2
CoCoFL (ours) 82.04£0.2 71.9+1.8 68.844.6 83.2+0.3 72.4+2.9 71.3 £0.1 61.2 4+ 1.4 63.6 £ 3.5 &5.0£0.1 81.51+0.6
FjORD T3.7£0.1  60.4£2.1 18.846.8  79.1+0.3  51.9£7.3 644 £06 129 £ 1.7 17.0 £ 5.0  85.5x£0.0 69.34£8.3
HeteroFL 76.4+0.3  64.0+2.4 51.247.4 79.5+0.2 53.0+£7.6 648 0.1 352+ 0.3 475 +£50 859£0.0 7T0.9£58
FedAvg 76.5+0.1 60.4+4.2 50.947.5 T78.1+04 499487 562+ 0.8 528+1.1 159 £ 4.7 86.1+0.1 064.9+7.8
Topology ResNet50 DenseNet MobileNet(large) TF TF-525
Setting CIFAR100 CINIC10 XChest IMDB Shakespeare
Dirichlet — (iid) rc@0. 1 — (iid)  n-iidao.l re@0.1 — (iid)  n.-iida0.5  re@0.5 — (iid) — (iid) —re (Leaf)
Centralized 6G1.6+£0.4 80.540.2 94.240.2 84.740.7 52.94+0.7
FedAvg (I. res.) 57.0£0.3 53.0+0.6 77.2£0.1 53.9+2.3 65.1£1.1 941403 85.9+£1.8 93.24+0.2 826404  49.1+0.1  49.430.1
CoCoFL (ours) 52.5+0.2 41.842.5 73.6+0.1 53.5+4.3 52.44+7.3 91.340.3 73.0+6.4 87.3+3.8 82.5+0.5 49.340.3 49.11+0.3
FjORD 13.640.8 20.64£4.3 65.1+£0.7 4924292 41.146.9 66.3£0.9 52.743.9 62.4+08 785+0.7% 42.940.5 43.0+0.3
HeteroFL 45.940.7 31.042.3 69.440.2 504424 434472 694=£1.0 65.0+£0.9 65.4+1.6 79.240.31 44.140.2 44.14+0.2
FedAvg 35.2+0.2 23.74+0.4 67.7£0.4 48.3+2.5 424472 68.2+1.0 67.0+0.6 66.8+1.4 78.5+0.6 10.5+0.3  40.340.1

The results are presented in Table 13. We observe that CoCoFL reaches higher accuracies in almost
all presented scenarios. Additionally, CoCoFL preserves fairness (accuracy parity) by enabling
constrained devices to contribute to the global model. We attribute this large accuracy gap with
respect to the baselines to the fact that CoCoFL allows any device to calculate gradients based on
the full NN, while still reducing required resources, as opposed to state-of-the-art techniques that
calculate gradients on subsets of the filters of the NN.

9.3.6 Split learning on deep edge

In this section, we study alternative approaches to split the learning (training or inferencing) at deep
edge devices.

9.3.6.1 Collaborative Split Federated Learning

Distributed learning techniques, e.g.,, FL, impose significant communication and computation
overhead on participating clients. Although resource-aware technigues, such as those presented in
Section 7.3.5, can be applied to adjust these overheads to the nodes' capabilities, such adjustments
come at a cost: a reduction in accuracy. Split Federated Learning (SFL) splits the model between
clients and the server at a cut layer, addressing FL challenges without compromising accuracy [106].
However, existing SFL schemes still face long training delays due to client heterogeneity and
substantial cormmunication overhead. In particular, clients need to receive gradients from the server
to continue the backpropagation process, increasing delay. Additionally, multiple models—one per
client—must be exchanged, significantly increasing the communication overhead.

In [107], we proposed Collaborative Split Federated Learning (C-SFL), which splits the model into
three parts at two layers, taking into account client heterogeneity. We group the clients into two
categories—weak and strong—selecting a subset of the stronger clients as aggregators. We then
split the model into a server-side model and a client-side model. The client-side model is further
divided into a weak-side model and an aggregator-side model, where the former is trained at all
clients and the latter only at the aggregators. C-SFL enables parallel training and aggregation of the
aggregator-side and server-side models during each local epoch, improving model accuracy
without incurring additional computation or communication costs.
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Figure 48: Clients perform forward propagation (1) and send activations to the aggregator (2). Aggregators
perform forward propagation until the cut layer (3) and transmits the activations to the server (4). Backward
propagation process is performed at aggregators (5), devices, and the server (6). Finally, server and
aggregator models are aggregated in parallel (7).

Figure 48 illustrates the training workflow. The parallel training of aggregator-side and server-side
models efficiently utilizes idle clients. More importantly, the parallel aggregation improves the
model's accuracy, since portion of the client-side model is aggregated per epoch rather than per
multiple. C-SFL also reduces significantly the total communication overhead, as each local
aggregator transmits one single aggregated model to the server instead of one individual model
for each client per training round. The collaborative and cut layers, are the same across clients in
order to prevent the aggregation of models with different number of layers, which essentially
reduces the model's accuracy [108].

We evaluated the proposed solution and compare it with the state-of-the-art split learning
techniques for different models and data sets (for MNIST and FMNIST, we used AlexNet and for
CIFAR-10, we used VGG-11). We consider a network with 100 clients, 10 of which are aggregators
(aggregator nodes have 4x CPU cores). We illustrate in Figure 49 and Figure 50 the accuracy as a
function of training delay and communication overhead. As we observe, C-SFL shows similar or
better convergence behaviour but reduces the communication overhead by a large margin
compared with the state of the art.
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Figure 50: Test Accuracy versus communication overhead.

Low latency inferencing at deep edge: Large Language Models (LLMs) have transformed natural
language processing tasks such as question answering, conversation, and code generation. To
achieve low-latency responses, there's increasing interest in running LLM inference at the edge,
where devices like smartphones, IoT nodes, or on-premise servers often face memory and compute
constraints. A key technique to overcome these limitations is partitioning large models across
multiple edge devices to leverage collective resources. The majority of state-of-the-art techniques
apply coarse-grained partitioning—splitting the model along large block boundaries such as entire
decoder layers, each comprising multiple attention heads and feed-forward blocks, and assigning
them to different devices.

These partitions are typically static, with a fixed block-to-device mapping throughout inference
[109], [110], and [111]. However, coarse-grained, static partitioning is often insufficient for large LLMs,
which require finer-grained and adaptive schemes due to their autoregressive nature—generating
tokens one at a time. During this process, intermediate representations (keys and values) for all
previous tokens are stored in caches within the multi-head attention (MHA) modules and grow with
sequence length, since each new token attends to all previous ones. As inference progresses and
caches expand, treating each Transformer layer as a single block can lead to device overload,
highlighting the need for more flexible partitioning approaches.

In [12], we propose a fine-grained, attention head-level partitioning approach that enables more
flexible use of edge resources, as illustrated in Figure 51. To minimize inference latency, we design a
resource-aware Transformer partitioning algorithm that re-evaluates placement every few tokens
during generation. The algorithm is myopic—it reacts to current device compute availability and
network bandwidth. On first execution, it assigns blocks to devices; on subsequent runs, it migrates
blocks to minimize total delay (inference + migration). By partitioning at the attention head level
and co-locating heads with their K/V caches, we enable dynamic migration under resource
constraints. Distributing attention heads across devices enable parallelismm across devices,
significantly reducing inference delays.
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Figure 51: lllustration: attention head-level partitions (red lines) and additional cuts for feed-forward and
linear projection blocks (green lines) allow flexible block assignment across edge devices. The controller
node handles inference requests and partitioning, while attention heads (with K/V caches), feed forward,
and projection blocks are distributed across devices D1-D4.

We evaluate our algorithm in two settings to assess both correctness (optimality gap) and
scalability:

Small-scale (3-5 devices, N = 4 tokens): We compare against an exact solver and simpler
heuristics (Greedy, Round-Robin, Static, Dynamic) under constrained compute and
memory. Our method stays within 15-20% of the optimal and outperforms baselines by 40—
60%.

Medium-scale (25 devices, N up to 1000 tokens): We benchmark against EdgeShard [109]
and Galaxy [111] under heterogeneous edge conditions. Our method scales well, achieving
up to 9-10x lower latency and memory overhead.

These results highlight the effectiveness of attention head-level partitioning combined with
dynamic block migration for efficient autoregressive LLM inference.

9.3.7 Need for understanding the potential of distributed Al in various
use cases for 6G

Distributed intelligence solutions have been proposed previously for solving 6G network
management problems, as an effective competing alternative to centralized solutions, and has
been investigated extensively for several key use cases. One of these reference use cases is
autoscaling CPU resources in a network slice, shown in Figure 52. The network slice is composed of
several Network Functions (NF), where each NF is deployed as software on an individual Virtual
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Network Function (VNF). VNFs share a pool of virtualized computing (CPU) resources. Slice
admission control ensures that if, admitting a user would increase the CPU utilization of any VNF
beyond the admission threshold, the service request to the user would be denied. VNFs are able to
scale up (add CPUs), scale down (release CPUs) or take no action in order to reach a pre-defined
target VNF CPU utilization uy, according to the resource efficiency considerations stipulated by the
infrastructure proprietor. Moreover, a conflict situation may occur when multiple VNFs attempt to
scale up at the same time and the available CPUs in the resource pool is not sufficient to satisfy the
combined demand. The conflict causes disproportionate resource allocation to the VNFs, thereby
degrading system Key Performance Indicators such as the served load of the slice. Therefore, the
goal of autoscaling is to ensure that for a given incoming slice load of users, the load served by the
slice is maximized, while keeping the CPU utilization of VNFs close to uy.

Manitor I.I.'gend\'
Acthon

Neighbor information
Deployed on

Shared CPU resources v Shared CPU resources v

Figure 52: The Distributed Intelligence Framework for the Autoscaling System

To achieve efficient autoscaling, we proposed a distributed framework consisting of multiple
Intelligent Agents (IAs) [81]. Each Intelligent Agent manages its own NF-VNF pair — monitoring its
local variables (no. of usersin the slice and the no. of CPUs allocated to its VNF), performing decision-
making based on the monitored variables and taking corresponding autoscaling actions. IAs
sharing a resource pool are defined as Neighbour Intelligent Agents (NIAs). Since actions taken by
an |A are capable of impacting those of its neighbours and vice versa, we empower each |IA to
monitor additionally the CPU utilization of its neighbours, as highlighted by the red arrows in Figure
52. Monitoring neighbour information provides a greater degree of awareness to the |A for its own
actions, hence ultimately encouraging cooperation with its neighbours.

To evaluate the performance of distributed intelligence, we proposed IAs based on Reinforcement
Learning — Q-Learning (QL) and Deep Q-Networks (DQN). Simulation results showed that the
performance (served load) of these distributed intelligence algorithms for the autoscaling use case
deviates at most 6% away from a centralized optimum benchmark based on a Mixed Integer
Optimization formulation, for any number of IAs, confirming the performance scalability of
distributed RL [82]. Particularly, in terms of accuracy of the Q-values, QL is more accurate than DQN,
as the former is a tabular approach, calculating and updating the Q-values iteratively, while DQN
approximates a function that represents the Q-values. Consequently, we observed that DQN is at
least 37% faster in converging to near-optimum values, compared to QL, when the number of I1As
in the framework increases [82]. While the combined convergence time of IAs increases linearly with
the number of IAs in DQN, it increases exponentially in QL, severely limiting the scalability of QL in
terms of convergence time. Hence, there is a performance-convergence trade-off in the usage of
these algorithms.

However, we highlighted a critical issue w.rt. adopting DQN for distributing intelligence - its
training instability [82]. We observed that in some scenarios, when DQN IAs were continued to train
after they learned the near-optimal performance, they moved away from the convergence point or
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diverged. This behaviour of DQN is attributed to the overestimation bias, typically encountered in
DQN-based solutions, leading to divergence hence sub-optimal system performance. Hence, this
unstable behaviour demonstrated by DQN hinders distributed Al scalability, especially when the
number of IAs in the framework increases.

Scalability Assessment
of Distributed

Intelligence in three
dimensions

Convergence

Training
stability

performance

Figure 53: Three Identified Dimensions of Scalability Assessment of Distributed Intelligence

Therefore, towards ensuring widespread adoption of RL for 6G network management, the following
dimensions relating to the scalability of the distributed algorithms (when the number of IAs
increases) need to be addressed in a holistic manner (see Figure 53): 1) system performance, that
needs to be near-optimal, 2) convergence time, that needs to be short, and 3) training stability, that
ensures that distributed Al does not destabilize network operations. To this end, we designed an
algorithm improved Double Deep Q-Network (IDDQN) [103], that is specifically tailored to the
scalability requirements of distributed intelligence. In IDDQN, we combined Double Deep Q-
Network (DDQN), that addresses the overestimation bias of DQN, and reward scaling, that further
stabilizes the training process. Simulation results show that IDDQN eliminates the instability issue
encountered in DQN and is at least two times faster than QL, while demonstrating close-to-
optimum system performance.

The in-depth investigation of QL, DQN and IDDQN in [103] unveils a number of important lessons
learned for distributing intelligence. However, a network operator will be more inclined to emlbrace
RL for 6G network management, if the benefits and potentials of RL are generalizable and can be
justified across a number of different use cases or problem scenarios. To this end, it is imperative to
explore the applicability of these distributed intelligence solutions, i.e., IDDQN, on other use cases.
Presently, we are investigating the application of IDDQN to another use case of interest: Dynamic
Task Migration inthe 6G User Plane [104]. Additionally, we are exploring a DRL alternative to IDDQN,
Advantage Actor Critic (A2C), that has demonstrated good performance and convergence in the
literature [105]. Our aim is to understand if A2C brings performance gain over IDDQN, or if additional
implications could be derived from distributing intelligence for this use case.

Finally, given the lessons learned from the scalability analysis of distributed intelligence, a concrete
analysis of the overall effort needed to integrate these algorithms in 6G, in terms of their impact on
the 6G architecture design, is still missing in literature. Hence, deeper investigation is required in
this direction, that would ultimately provide hints towards when, or in which use cases, distributing
intelligence is worth the effort in 6G, and which other Al algorithms are better candidates.
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9.3.8 Distributed Al and Robotics toward Natural Disasters Mitigation

Future networks must address significant societal challenges, such as enhancing resilience and
promoting sustainability, while accommodating evolving use cases and capabilities. One critical use
case scenario that gained significant attention involves the need for large-scale, effective and
efficient environmental monitoring [113]. This relies on the escalating impact of natural disasters and
environmental accidents, which pose significant threats to human lives, infrastructure, and
ecosystems. These emergency events highlight the pressing demand for innovative and efficient
monitoring solutions capable of addressing the scale, complexity, and unpredictability of such
crises.

Conventional methods for environmental monitoring, including wireless sensor networks (WSNSs)
and Internet-of-Things (IoT) systems, provide valuable data collection capabilities. However, they are
typically designed as static systems with fixed monitoring points, which limits their ability to
dynamically adapt to evolving environmental conditions. An indicative scenario can be considered
a rapidly spreading forest wildfire or flooding, where static sensors cannot relocate to capture critical
information from newly affected areas. Additionally, such solutions are often characterized by high
cost of acquisition and complexity of installation (e.g., resources, infrastructure, and expertise). These
limitations underscore the need for more adaptive and scalable solutions.

Robotics has emerged as a transformative technology, finding applications in fields ranging from
manufacturing to healthcare [114]. The field of robotics continues to evolve significantly, with new
applications emerging regularly. The integration of Al with robotics has the potential to
revolutionize environmental monitoring. Al enables robots to adapt to dynamic environments, learn
from past experiences, extract context from the monitored environment and predict future
scenarios, enhancing their autonomy and reliability. However, current robotic systems often face
constrained operational capabilities due to limited battery life, which impacts their mobility and
sensing range. This limitation also reduces their capacity to perform prolonged or complex
situational awareness tasks autonomously.

Distributed Al has the potential to surpass these limitations by integrating distributed Al executions
at both remote controllers and robots. This integration would enable Al-empowered robot control,
facilitating autonomous assistance and enhancing both the navigation of robots and their
situational awareness, thereby contributing to risk mitigation. Remote robot control requires
defining knowledge related to the environment that a robot interacts with, especially in areas where
human or large machinery intervention is limited or even impossible (e.g., tight spaces, remote
areas). From environmental images and sensing information to a complete control plan for a robot
to follow, there are a number of sequential situational-aware actions that need to be executed. Thus,
the design of a robot control plan presents a high level of complexity, which can be further increased
when considering the imposition of environmental constraints.

An indicative use case scenario that could underscore the necessity of distributed Al integration
involves a single robot setup for active intelligent perception of an operating environment, with the
aim of detecting hazards or abnormalities. An active perception includes, apart from extracting
semantic knowledge from environment-related observations, the ability to perceive the
environment in an active manner proceeding with a decision making. The environment consists of
a single robot and a remote controller. Computations are distributed between the robot and the
remote controller. From the one hand, the robot proceeds with context-aware operations (e.g.,
multi-modal preprocessing) towards taking resource-aware decisions for cost effective
computations (e.g., Al model selection based on complexity) and communication with the
controller (e.g. task offloading). On the other hand, the remote controller proceeds with decisions
towards minimizing the hazardous event detection error by effectively controlling the robot's
trajectory and pose. This distributed logic should respect any potential resource (computational,
communication, energy) constraints. This robot task planning is of considerable complexity, due to
the necessity for careful handling of numerous challenges. Some key challenges are listed below:

Unknown Environment: In critical scenarios, navigating unexplored environments presents a
significant challenge for robots due to the presence of obstacles. Effective task planning must also
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consider the structural characteristics of the area being inspected, as these factors can heavily
influence the robot's navigation capabilities.

Network Coverage: Unlike traditional wireless networks, robotic communication networks in 5G and
beyond are characterized by more rapidly fluctuating network topologies and more vulnerable
communication links. Considering also cases of limited robot computational resources, where task
offloading is a necessity, poor data quality and higher transmission time could significantly affect
the performance and reliability of the Al hazardous event detection task. Robots that operate in a
highly dynamic environment, challenge the robot trajectory design and resource allocation to
achieve long-term benefits [115].

Computational Resources. During mission planning, the varying operations of a robot lead to
fluctuations in computational resource demands. As a result, limited processing power restricts the
complexity of real-time computations required for Al model operations and decision-making on
the robot's side.

Robot Autonomy: The operational capacity of robots may e constrained by their battery capacity,
which can limit their effectiveness in dynamic and uncertain environments.
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10.Intelligent User Plane, In-Network
Computing

10.1 User Plane enhancements for the next generation
network

Leveraging on Control Plane/User Plane separation and the possibility of controlling distributed
User Plane (UP) functions by a centralized control plane function, the 5G system provides
fundamental enablers to support services that require distributed connectivity. In the 3GPP 5G
system Rel-15[1], a user equipment can have:

Simultaneous UP sessions with a central UP anchoring point and local UP anchoring point
dedicated to specific services.

A single UP session that allows offloading locally part of the UP traffic, e.g. the traffic related
to application servers deployed in an edge hosting environment, while the rest of the traffic
is forwarded to a central UP anchoring point.

3GPP 5C Rel-17 further enhanced the support of Edge Computing deployments by introducing
DNS functionalities as well as specific edge computing fields in the traffic influence API to support
the selection of the appropriated traffic offload point based on the location of the user equipment.
Moreover Rel-17 introduces 5G core network features to support seamless Edge Application Server
relocation [2].

The trend towards supporting distributed network connectivity will be further developed as 5G
evolvesand, with more radical changesin the User Plane, in the 6G network. OnecG WI1207 analysed
the use cases issued by the social development towards the 2030s to identify the requirements that
may be considered for designing the next generation User Plane architecture.

10.2 Social development towards the 2030s

The on-going discussion on 5G Evolution and 6GC identified some trends of social development
towards the 2030s, which may result in new use cases for the mobile commmunication networks in
the 6C era. Creat importance is given to the development of “human augmentation” services [3]:
the technology evolution of wearable devices (including personal sensors and actuators, tactile
devices, audio/video devices, etc.) leads to developing a new generation of wireless connected
devices, enabling services to support and enhance the human abilities (physical strength,
perception, cognition, presence). The requirements associated to human augmentation services
are analysed in Section 10.3.

10.3 Reference use cases

Human augmentation services can be typically described as real-time sensory services involving
multisensory communication for e-health, sport training or generic personal assistance for “well-
being". Additionally, also shared virtual experiences, such as engaging in virtual collaboration in the
cyberspace, may be part of this category of use cases.

Scenarios of real-time sensor services are described by IEEE 19181 “Tactile Internet WG" [4][5] with
reference to Tele-operation services, Immersive Virtual Reality (IVR) services and Haptic
Interpersonal Communication (HIC). Moreover, the ongoing 3GPP SAT Rel-18 study [6] on tactile and
multi-modality communication services (TR 22.847) describes uses cases for Immersive Multi-
modal Virtual Reality and Immersive VR games.
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The remainder of this section describes some exemplary use cases and identifies the
communication requirements.

10.3.1 Remote haptic operation

This use case is related to haptic tele-operation in a dynamic environment. In [5], “tele-operation
allows human users to immerse into a distant or inaccessible environment to perform complex
tasks”. Reference applications can be tele-examination, tele-rehabilitation, and possibly tele-
surgery.

network

¢!

: ideo/audio, haptic feedback :
A S
® haptics : :
Operator =
. Subject
Tactile devices Tactile devices
Sensors/actuators Sensors/actuators
Audio/video display Audio/video devices

Figure 54: Remote haptic operation

Figure 54 illustrates the use case from the communication point of view. A human operator
performs haptic interaction with a remote human subject by controlling remote tactile devices,
sensors and actuators. The operator receives the haptic feedbacks from the subject, as well as
synchronized audio/video streams.

Table 14 recalls the communication requirements according to [5]. They can be summarized as:
device to device communication with latency <10ms and five-9 reliability. Scheduled (periodic)
communication is required, as well as synchronization of the different traffic types in order to avoid
simulator sickness and motion to photon delay.

Table 14 - Communication requirements for remote haptic operation use case

Traffic Traffic Reliability | Latency (ms) Avg data rate
direction types

Operator 2> Haptics 2-8 B per 99.999% 1-10 (high dynamic  1-4k pkt/s (P) (w/o
Subject DoF* environment) compression)
10-100 (dynamic 100-500 (w/
environment) compression)
Subject > Video 1.5kB 99.999% 10-20 1-100 Mbps
Qperator Audio 50 B 99.9% 10-20 5-512 kbps
Haptic 2-8 B per 99.999% 1-10 1-4k pkt/s (P) (w/o
feedback DoF compression)
100-500 (w/

compression)

*DoF: Degree of Freedom (i.e., the number of joints in the human body)
(P): Periodic
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10.3.2 Immersive Virtual Reality (IVR)

IVR refers to “the case of a human interacting with virtual entities in a remote environment such
that the perception of interaction with a real physical world is achieved” [6]. Reference applications
can be “VR Video, VR Gaming, education, health care and skill transfer such as training drivers, pilot
and surgeon” [5].

Figure 55 illustrates the use case from the communication point of view. A human subject interacts
with a remote VR System by using tactile devices, sensors/actuators controlled by the IVR System
and audio/video devices that reproduce synchronized audio/video streams transmitted by the VR
System. The IVR System receives haptic feedbacks from the devices used by the human subject.
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Figure 55: Immersive Virtual Reality (IVR)

The communication requirements according to [5] and [6] are reported in Table 15 and they can be
summarized as: device to server commmunication with latency <5ms and five-9 reliability.

Table 15 - Communication requirements for IVR

Traffic Traﬂ' ic Reliability Avg data rate
direction

Subject > Haptic 2-8B 99.9% (w/o comp.) 1-4k pkt/s (P) (w/o
IVR system feedback per 99.999% (w/ comp.) compression)
DoF 100-500 pkt/s (w/
compression)
Sensing data 99.99% <5 <1 Mbit/s
(e.s.
positioning)
IVR system =  Video 15kB  99.9% <10 1-100 Mbps
Subject Audio 50B  99.9% <10 5-512 kbps
Haptic 2-8B 99.9% (w/o comp.) 1-50 1-4k pkt/s (P) (w/o
feedback per 99.999% (w/ comp.) compression)

DoF 100-500 (w/ compression)
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10.3.3 Haptic Interpersonal Communication (HIC)

HIC “aims to facilitate mediated touch (kinesthetics and/or tactile cues) over a computer network
to feel the presence of a remote user and to perform social interactions” [5]. Reference applications
can be social networking, gaming and entertainment, education, training, health care. The
immersive VF game in [6] is an example of HIC applications.

Figure 56 (which is an elaboration of Fig. 4 in [5]) illustrates the communication scenario. Two users
A and B perform haptic interaction with a model of the other user. Additionally, the models
reproduce audio/video streams received from the respective user. The “models can be either a
physical entity (e.g., social robot) or a virtual representation (e.g., virtual reality avatar)” [5] and they
may be physical/virtual embodiments of digital twins updated in real-time.
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Figure 56: Haptic Interpersonal Communication (HIC)

The communication requirements are reported in Table 16 and can be summarized as: device to
device communication with latency <10 ms and five-9 reliability.

Table 16 - Communication requirements for HIC

Traffic Traffic Reliability Avg data rate
direction types

Subject A > Video 1.5 kB 99.999% 10-20 1-100 Mbps
Subject 8 Audio 50B 99.9% 10-20 5-512 kbps
Haptics 2-8B 99.999% 1-10 (for interaction) 1-4k pkt/s (P) (w/o
per DoF compression)
100-500 (w/

compression)
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10.3.4 Al-based customer services

Interactive customer service in unmanned shops, where robotics remotely controlled by Al deal
with customers, may arise as a relevant use case. This use case can be considered an extension of
the human-robot coexistence currently studied for industrial applications, with a substantial
difference: the target environment is not limited to the factory floor (controlled environment,
localized in industrial premises), since potentially any public shop may adopt such type of service.

This use case can be modelled as a mobile robot use case (3GPP TS 22.104 section A2.2.3) including
cooperative motion control and real-time streaming (video/audio) from the robot (3GPP TS 22104
section A22.3 use cases1and 4) [7]. Additionally, asshown in Figure 57, the communication involves
traffic of haptic and non-haptic feedbacks from the robot to the controller, as well as audio/video
streams to the robot.
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Figure 57: Al-based customer services

In 3GPP TS 22.104 section A2.2.3 use case 1, periodic communication for the support of machine
control requires latency targets between 1 ms and 10 ms.

10.3.5 Summary of the requirements

The requirements derived from the real time sensory services described so far can be summarized
as:

Low latency (5-10 ms) and high reliability (99.999%) “everywhere”, applicable both to device-
to-server and device-to-device communication

Support (periodic) time-sensitive communication for consumer applications everywhere

Wireless network communication with high capacity to carry synchronized audio/video
streams.

10.4 SotA and discussion topics

The use cases and requirements discussed in the previous section bring a re-thinking of the user
plane architecture. Some directions of investigation are described in the following sulbsections:

Flat network topology

Core network transmission control supporting low latency
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Wide area synchronization and deterministic communication
In-network computing
Intelligent scaling and placements in the UP

Leveraging ML in the Data Plane

10.4.1 Flat network topology

The 5C system architecture supports features to enable low latency communication. Nevertheless,
these features have been designed with reference to use cases that target hot spot locations, such
as the factory floor for industrial applications or an event location for Audio/Video production use
cases. New tactile Internet applications issue tight latency requirements that need to be supported
in wide areas, possibly “everywhere” i.e. in any house, enterprise premise, shop, hospital, etc.

Specifically:

Tactile Internet applications like “Immersive Virtual Reality” or “Al-based customer services”,
which involve application servers implemented in edge/fog compute nodes, require “low
latency everywhere” for the commmunication between the end device and the application
server.

Tactile Internet applications like “Remote haptic operation” or “Haptic Interpersonal
Communication”, which involve device-to-device communication implemented in edge/fog
compute nodes, require “low latency everywhere” for the communication between two or
many end user devices.

In 5G, like in 4G, the 3GPP network topology is an overlay on top of the transport network. In the 5G
network topology, the User Plane data may need to traverse via a far-end 3GPP user plane function
even if two UEs are in adjacent gNBs and the tranport network supports direct connectivity
between those gNBs. Tree and star topologies will still be used in the future public networks.
However, it would be necessary to consider new topology options to enable shortest path
communication in a wide area as required by the above-mentioned applications. Figure 58 points
out flatter, e.g., mesh, topologies as future directions. Flat topologies seem more suited to tackle “low
latency everywhere"” requirements.

With reference to the state of the art of the 3GPP 5G RAN and Core Network architecture, there are
two complementary research directions to enable flatter topologies for the next generation mobile
network:

Inthe RAN architecture: remove the limitations set by using SCTP-based commmunication [8]
between access nodes, which requires preconfigured persistent associations between node
pairs. This would allow extending the direct connectivity between node pairs, currently
limited to neighbouring nodes, to large areas. The target is to enable full mesh of access
nodes in a wide area.

In the Core Network architecture: study enablers for shortest path communication. This
topic is further elaborated in the following section.
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Figure 58: Current network topology and future direction towards flatter topology

10.4.2 Core network transmission control supporting LLC

5GC has never attempted to reduce the latency in consideration of any (i) transmission paths actually
installed and (ii) actual switching equipment in the transport network. Figure 59 shows examples
of end-to-end latency targets achievable for device-to-device commmunication with reference to an
extremely simplified IP/MPLS [9] transport network topology.

s
i i i TP L L || F
fHE @y i @
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(A) Aggregation router

—ams — Link delay {IP/MPLS)

Figure 59: Achievable latency targets in 5GC and beyond

In the 5G system up to Rel-17, the latency achievable for device-to-device communication depends
on the placement of the 5CC User Plane Function (UPF) where the UP sessions of the end user
devices are anchored. If the anchoring UPF is located in the central office of the mobile network,
the achievable latency for the end-to-end communication (purple path in the figure) is in the order
of tens of ms. By placing the anchoring UPF at the aggregation router near the UEs, the 5C system
allows to achieve latencies lower than 10ms (green path in the figure). Nevertheless, placing local
UPF in the aggregation sites may require significant infrastructure investments. Similar latency
targets may be achieved with lower expenditures if the traffic forwarding could be performed by
the aggregation router without involving co-located 3GPP UPF functionalities in the aggregation
sites.

This scenario could be implemented by delegating the path selection to the transport layer once
the 3GPP UPF has set appropriate quality target for the user plane traffic of the application session.
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Finally, even lower latency could be targeted if traffic forwarding (red path in the figure) could be
performed directly between the access routers co-located with the User Plane components of the
radio access nodes. This scenario is based on deploying a full mesh transport network topology
among the access routers. In this scenario the contribution of the core network to the latency
budget would be lower than Tms. The exemplary latency of 3ms indicated in the figure is based on
assuming that each radio access node introduces a latency of Ims, but a lower latency target may
be expected for the next generation radio access.

10.4.3 Wide area synchronization and deterministic communication

The 5C System supports time sensitive communication among devices in a local network. Basic
support of IP-based time synchronization was introduced by the 3GPP 5G core Rel-17, but accuracy
for synchronization of widely distributed devices may still be an issue.

The use cases targeted by the 3GPP 5G System specifications [10] to determine time sensitive
communication are:

Time-sensitive networking is crucial due to the critical nature of manufacturing processes.
Today's applications use Industrial Ethernet, that will evolve to IEEE TSN [11] in the future.

These use cases set the requirements for IEEE TSN in 3GPP Rel-16 [12] and are further
improved in in Rel-17 [13].

AV (Audio/Video) production applications require a high degree of reliability, since they are
related to the capturing and transmission of data at the beginning of a production chain.
Time synchronization is crucial since the target may receive streams from multiple sources
(e.g. microphones, cameras, etc) and the streams need to be synchronized.

The support for these use cases is provided by Industrial 10T (I10T) in 3GPP Rel-17 [13].

The 5G System does not support (up to Rel-17) wide range deterministic commmunication and IP-
based deterministic networking. Supporting these capabilities is important to enable the creation
of new services involving ftraffic scheduling and synchronization in a wide area. Some
enhancements are under evaluation for 5C evolution (starting from Rel-18) but more aggressive
changes to the user plane architecture may be required for the next generation network.

Docomo's 6G White Paper [3] suggests to selectively use multiple transmission paths specialized
for the data transmission of different traffic characteristics. For instance, using dedicated transport
paths for synchronization signalling, while time sensitive traffic is forwarded through dedicated
transport paths with specific traffic scheduling capabilities controlled by the 3GPP core network.

10.4.4 In-network computing: Areas of application, prospects, and
challenges

In-network computing (INC) describes the paradigm of delegating application-layer processing
functions to the data plane [14]. The concept is not a novelty with the advent of softwarized
networks, but has already been proposed decades ago as active networks [15][16]. Despite the
promising solutions related to them, active networks did not achieve great success, mainly due to
the limited processing capabilities of chips back then.
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To date, with the availability of high-performance programmable ASIC chips, which leverage
processing of up to 10 billion packets per second [14] in a network device, and with the
advancements of network programming languages, in-network computing evolved as an
important research field. It allows to process the traffic while it is transmitted, which reduces the
resource- and energy-consumption of devices located at end hosts.

According to [17], the key potentials in-network computing can bring are: (1) a significant reduction
of latency and an increase of throughput for certain operations, which is especially of interest in
performance-oriented contexts; and (2) a reduction of the network load. However, the use-cases in
which in-network computing can sensibly be exploited is limited by a number of requirements: (1)
A significant reduction of the network traffic load should be achievable; (2) no significant changes
on application-level should be required; and (3) the correctness of the overall computation must be
obtained. Several approaches have been presented in literature, among others to support Al, as
discussed earlier in Section 9. A brief overview of different areas of application is given in the
following. Afterwards, we highlight some key challenges of INC.

10.4.4.1 Areas of application

P4DNS [18] presents an in-network solution to reduce the latency from a DNS response. A parser
inspects all incoming packets and extracts their headers up to the DNS header. If the packet is a
DNS query and the respective answer is available in the DNS cache table, the network device
actively responds to the query. This is done by simply modifying the packet in the sense that source
and destination address are swapped and the DNS response header is appended. The authors
evaluate their proof of concept implementation and show that P4DNS is capable of drastically
reducing the latency and increasing the throughput.

Another approach for in-network computing focuses caching and is presented as NetCache [19]. It
proposes a novel key-value store architecture, making use of programmable network devices to
cache data in the network for dynamic load balancing. The designed packet processing pipeline is
capable of detecting, indexing, storing, and serving popular content in the data plane. The
prototype implementation using Barefoot Tofino switches and commodity servers shows a 3-10x
throughput improvement and significant latency improvement.

The in-network computing concept is exploited in the scope of DAIET [17], a proof of concept system
for data aggregation, which is a common task in several distributed data centre applications. The
authors study a use-case, where aggregation functions should be used within the network for
performance improvement. More specifically, their work considers a machine learning approach,
where hand-written digits are identified on several machines in a distributed manner. The
distributed approach leads to the fact that information exchanged between the machines can
overlap and high overlaps mean that an aggregation of updates could significantly reduce the
network load. To detect and aggregate duplicates, the network devices are equipped with the
following information: (1) an aggregation tree |D, (2) the associated output port to forward the traffic
to the next node in the tree, and (3) the specific aggregation function that should be performed. By
means of preliminary evaluations, the authors show that a load reduction of 80% could be achieved
compared to any of the considered baselines. A similar approach, also considering in-network data
aggregation logics, is presented in SwitchAgg [20]. The proposed architecture consists of a payload
analyser, multiple processing elements for traffic forwarding and aggregation at line rate, and a
two-level memory hierarchy. By means of a prototype implementation, the authors show that in-
network traffic aggregation tasks can be performed at line rate and that the completion time of a
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simple word count job can be reduced by about 44% with the support of SwitchAgg, while the CPU
utilization is reduced by 50%.

In-network computing is exploited with the goal to increase energy efficiency in 6G networks [14].
While prior works aim at placing computational tasks into existing networking hardware, the
authors propose a general computing platform which takes two tasks at the same time: Performing
general computations and acting as a network node. Compared to traditional network devices, the
proposed unified operating platform allows for running also more complex application tasks
through hypervisors and containers. A network controller is scheduling the tasks which are
executed on the network node as the traffic passes through.

The usage of INC for intelligent process monitoring and for detecting out-of-control sensor signals
isdiscussed in [21]. The authors consider an industrial robot, connected via an intelligent switch to a
control and monitoring server. The presented approach uses INC to distinguish between the three
process phases of a fine-blanking system. For instance, while traversing the network node, the
sensor signals are clustered using an ML model, allowing to detect whether the processisinaramp-
up phase, or running in control, or if the process is running out-of-control. Less critical phases (i.e,
in-control), do not require to analyse each and every sensor signal with high frequency. Accordingly,
their INC-capable switch discards or aggregates those packets, which contain non-critical sensor
information, leading to a reduced overall traffic volume. As soon as anomalies are detected in the
switch data plane, all traffic is again forwarded to the control server for further analysis.

Another work leveraging the INC concept in industrial scenarios is presented in [22]. The authors
consider a setup, where a robot is interacting with a human. Thus, any type of critical situation, e.g.
collisions potentially resulting in human injuries, has to be avoided. The robot is connected to a
controller via a P4 switch, which is capable of detecting position threshold violations of the robot.
To achieve this, the TCP communication between robot and controller is parsed and analysed. In
case of critical robot positions, the INC-enabled switch autonomously sends an emergency stop
signal back to the robot. By short-cutting, i.e., the switch sending the stop signal instead of the
controller, further critical movement of the robot can be avoided, thus enhancing the safety of the
environment.

10.4.4.2 Key challenges

While the INC concept has been shown to bring significant benefits to many different domains, we
also want to note that it still faces a couple of unresolved challenges, as briefly discussed based on
[23] and further prior art.

Nowadays, most Internet traffic is encrypted. This makes INC imypracticable outside of vertical
networks, where the external network is a non-trusted party. A possible solution to the problem can
be Homomorphic Encryption (HE) [24], a technigue allowing to compute on encrypted traffic. This
would require that: (i) The source encrypts the flow's data according to a specific HE scheme; (ii) the
network element holds a transformed version of the compute task which conforms to the applied
HE scheme (to enable the computation on the encrypted traffic), and (iii) the destination decrypts
the flow's received processed data according to the specific HE scheme applied. To enable this, the
application (which is sending and receiving the data) and the network element carrying out the
computation must be aligned in terms of the used HE scheme and the specific parameter setting
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(e.g., the used polynomial modulus). While HE would allow to leverage INC despite traffic
encryption, one obstacle still remains: it is too slow for practical usage. Definitely, extensive research
and development will be necessary to make HE efficient enough, e.g., by means of advanced
algorithms and hardware acceleration [25][26] or in later stages by utilizing quantum computing
solutions.

The usage of unreliable protocols, such as UDP, is limited for INC, as dropped packets could contain
relevant computations. On the other hand, using TCP, which adapts its sending rate according to
the RTT, can lead to problems due to the RTT increase resulting from additional computation time.
In addition, it needs to be clarified which entity (the source node versus an intermediate INC node)
would be responsible for re-transmissions in case of packet loss with reliable protocols such as TCP.
Definitely, further studies are needed to examine in how far existing protocols can support INC, but
it is expected that dedicated protocols will be necessary [27].

Furthermore, segment routing [28] is another technique that could be suitable in this context.
Using this technique, an end-host is able to include an ordered list of instructions in the packet
headers. The intelligent user plane could then use this information to forward the traffic to the
appropriate location.

In order for the network to carry out the computation as intended, user and application provider
trust are required [29]. It further needs to be ensured that the conducted computations are correct.
Thereby, verifiable computing [30] will also be a concept to be exploited.

The UP entities in 5G are responsible for fulfilling the QoS requirements of a flow while routing its
traffic through the network. That is, e.g., to ensure a certain guaranteed bitrate or to keep a specific
delay budget. When introducing INC to the 6G UP, it needs to be clarified how to ensure both
requirements at the sametime, i.e, the QoS of the flow, as well as the correct computation. Fulfilling
critical QoS requirements will be more challenging, due to the additional latency for computing on
the flow's packets.

The end-to-end principle generally states that information pushed on the sending side of the
connection should be received without modification at the receiver side. Intermediary nodes should
only connect the two explicitly addressed end points of the communication. This pure end-to-end
communication might no longer be suitable with INC [29]. Besides the payload modification with
INC, several proposals [18][22] allow the network entity to even actively respond, although it is not
directly addressed by the sender. The concept of having one dedicated sender and one dedicated
receiver, as well as existing transport layer solutions, will need to be reconsidered [31].

The complexity of determining an appropriate UP path is increased when additional constraints —
relating to the computations — come into play. That is, besides factors such as the location and link
properties, we need to consider the computational resources and supported tasks of the respective
UP nodes. Solving the problem of an optimal embedding is not straightforward.
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Sophisticated mechanisms are required to determine an optimized allocation of the compute tasks
among the involved entities (UE, MEC server, UP entities), given a current set of dynamic conditions.
In [32] a multi-criteria edge-computing-enabled live service migration procedure is optimized
considering different types of migration costs and benefits.

An important aspect is to ensure that the computation is "moved" with the user. Otherwise, the
computation results might no longer be meaningful with the user in a new connectivity context.
Depending on the magnitude of movement, a couple of entities need to be re-selected, e.g., Access
Node (AN), UPFs, Access and Mobility Function (AMF), or Session Management Function (SMF). This
entails aspects associated with computational and user context transfer, that need to be present
during the associated handover processes. This mobility also requires that INC computation
functions must be dynamically deployed across the data path nodes which can pose a challenge
since most programmable devices require a reset to change their source code.

Typically, programmable networking devices can process data at very high rates (Tbps) and thus,
the memory available in these devices must be suitable for such speeds. This means that these
devices have a very fast memory but in limited amounts. Furthermore, these devices run on a time
budget principle, limiting the memory access time window as well as the number of memory
accesses allowed per stage [33]. Due to these limitations, INC is a strong candidate to run stateless
functions.

Finally, the proposed communication and compute system gives rise to challenges related to
dependability. In contrast to current mechanisms that typically only consider static configurations,
more sophisticated approaches will be necessary. Particularly, operational states will need to be
taken into consideration when dealing with failures in order to maintain correct operation.

10.4.5 Intelligent Placement and Scaling in the UP

Several efforts have been made towards an intelligent placement of computational resources or
content aswell as towards an efficient scaling of UPF instances so to satisfy QoS requirements whilst
being cost-efficient. Although the prior works do not consider the intelligence being placed directly
within the user plane, these mechanisms can give a direction towards an intelligence user plane
design.

10.4.5.1 Dynamic Scaling

The work in [34] aims at dynamically scaling active UPF instances according to the numiber of PDU
sessions. The proposed approach assumes that CP NFs (e.g. AMF or SMF) provide information on
the current state of the UPFs. That is, the number of active and booting UPFs, the number of
currently active PDU sessions, as well as an approximation of the PDU session arrival rate. A
reinforcement learning agent decides based on the current state information if up-, or down-
scaling or no action is needed. It actively learns the implications of its actions and is thus capable of
optimizing its decisions. The ultimate goal is to run as few UPF instances as possible, whilst being
capable of satisfying all PDU sessions QoS requirements.
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10.4.5.2 Optimized Placements

Not an optimized scaling, but an optimized placement of UPFs (and MEC servers), is the target of
several prior works [35][36][37]. More specifically, [35] formulates the problem for a joint placement
of both UPF instances as well as MEC servers, within 6G networks so to minimize latency. The NP-
hard problem is simplified by means of studying the placement relationship between UPF and
edge servers. The proposed algorithm outperforms benchmarks on a real-world data set and on
edge network emulations. Similar to that, [36] addresses the placement of UPFs and MEC servers,
but with the constraint that UPFs can only be initiated at MEC servers, thus relaxing the complexity
of the problem compared to [35]. The goal is to minimize the operational service costs for providing
enough resources and a sufficiently low latency. The proposed framework for joint placement of
edge nodes and UPFs relies on integer linear programming and heuristic solutions to optimize the
trade-off between costs and latency reduction gains. The follow-up work presented in [37]
additionally considers dynamicity when deciding about the placement of the instances, ie, the
proposed approach allows to adapt to changes in user locations while ensuring QoS. By means of a
scheduling technique relying on Optimal Stopping Theory (OST), the UPF placement is dynamically
orchestrated depending on observed latency violations. To avoid too frequent re-configurations of
the UPF placement, the authors also study the best re-computation time.

10.4.6 Leveraging ML in the Data Plane

Machine Learning offers a huge and diverse set of potential use-cases for being used in the context
of communications networks. The most prominent ones include traffic classification, load
forecasting, active queue management, detection of anomalies or malicious traffic, or path
computation and routing or switching [38]. The outcome of the decision is often triggering (near-)
real-time actions in the network, and hence, has strict requirements in terms of the speed with
which a decision is made. As most current approaches for using ML in the network consider the
logic being deployed in the control plane, these strict requirements cannot be met, due to the delay
incurred for communicating with the control plane. As a consequence, the practical usage of ML-
triggered actions in the network is limited. To overcome the issue, ML logics can directly be
deployed in the data plane. Apart from meeting the stringent delay requirements, this brings
several additional benefits [39]:

Switches have a high performance and are capable of achieving a latency in the order of
hundreds of nanoseconds per packet [40] and are thus faster than high-end ML accelerators
[47].

In addition to that, switches have a lower power consumiption compared to most accelerators.

For distributed ML use-cases, where the performance is bounded by the duration for
transmitting data between notes, the fact that switches can classify with the same rate as they
can carry packets to nodes, is beneficial. Potentially, they can even outperform approaches
relying on/in a single node.

When used outside a data centre, classification within network devices can reduce the load
on the network (due to early data termination) and provide scalability over time.

Civen that a switch can support both, networking and ML operations, it is often the cheaper
solution, as no additional hardware needs to be installed. All in all, deploying ML in the
network, and specifically in the data plane, is more power efficient, can reduce the load and
delay, and consequently reduces costs while enhancing the user satisfaction.
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10.4.6.1 Limitations and Potential Solutions

Despite the promising benefits, the deployment of ML in switches is not used in production
environments and scarcely discussed by the research community. This is due to several practical
obstacles, which are hard to overcome. Thereby, the most significant ones are the scarce availability
of memory and the limited capability of switches in terms of performing complex mathematical
operations. The following table summarizes some obstacles, consequential limitations, potential
solutions, and drawbacks of the solutions [39][42]. In the following, three distinct solution directions
from literature are presented. The first one tackles the challenges by translating high complex ML
models to simple match-action pipelines. The second one follows the approach of distributing an
Artificial Neural Network (ANN) over (geographically) distributed network nodes, where each node
is taking care of the computations carried out by one neuron. The third one proposes a domain-
specific enhancement of switch architectures to support in-network ML,

Table 17: Obstacles of leveraging ML in the data plane
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10.4.6.2 Reducing Complex ML Models to Simple Match-Action Rules

The authors of [39] overcome the drawback of a limited set of simple operations that can be
performed in networking hardware by mapping trained ML models to low complex match-action
pipelines. They consider the use-case of classifying IoT device types based on the packet header
information (11 features in total) given in the loT traffics' packets. More specifically, they propose
different solution to resemble the decision logic of four different state-of-the-art classifiers: Decision
Tree, SVM, Naive Bayes, and K-means. For the two examples Decision Tree and SVM, the translation
to the way simpler match-action pipelines works as follows:

Decision Tree: The number of stages implemented in the pipeline equals the number of
used features plus one. In every stage, one feature is matched with all its potential values.
Theresult, i.e, the branch taken, is encoded into a meta data field and at the last stage of the
pipeline, the coded fields of all features are matched and the value is mapped to the
resulting leaf node.
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SVM: Implementation of “m” tables, where each table is dedicated to a hyper-plane which
indicates the side of a given value. The set of features is the key for the match-action table
and the action is a “vote”, a simple flag denoting whether the input belongs within or outside
the hyper-plane. After the input has passed all “m” tables (i.e. hyper-planes) the votes are
counted and the input is classified accordingly.

The proposed prototypes, both implemented in hardware and software, are capable of classifying
the traffic of real-world traces at line rate. The most reliable classification with an accuracy of 0.94
could be achieved by the decision tree. Reducing the number of features, and thus the tree depth
as well as the number of per-packet operations, to five, still an accuracy of 0.85 can be achieved.

10.4.6.3 Distributed Machine Learning

The work in [43] proposes a distributed ANN approach, where network nodes at different locations
perform the computations of a single neuron of that ANN and where the network links represent
the connections between the neurons. An illustration is given in Figure 60.

Artificial Neural ANN-Assisted O Neurons
Network Computel’ Network 9 Programmable device
Network link
Hidden Layer (3) --------- Neuron link

= P Network flows

Input Layer { Na ), Output Layer

s @ Deploy & Operate

Figure 60: Distributed ANN [43]

Network Infrastructure

The illustrated ANN on the left side consists of an input layer with two neurons (N_1,N_2), a hidden
layer with three neurons (N_3, N_4, N_5), and an output layer consisting of two neurons (N_6, N_7).
Each of the input layer neurons is connected to each of the hidden layer neurons and each of them
is again connected to all of the neurons of the output layers. The ANN-assisted computer network
depicted on the right-hand side shows the distribution of the ANN over the network devices. Each
node in the ANN-assisted network is responsible for the tasks carried out by one of the ANN's
neurons. Thus, the ANN's logic is distributed over the network's devices. Information sharing
between the neurons is done by piggy-backing data on existing flows.

The authors motivate their approach with the use-case of smart network telemetry (whereas the
approach is generic enough to be mapped to other use-cases such as real-time flow classification
or smart traffic engineering). With network telemetry, as done today, the switches embed the
telemetry data to the packets asthey traverse the switch. Dedicated switches, typically those nearby
the network edge, collect the telemetry embedded in the packets and send the information to the
control plane. With increasing line speed and the constantly growing load on networks, this
approach could however saturate or even overload the communication channel between control-
and data plane. To overcome this, telemetry data could be sent intelligently to the control plane in
a selective manner, e.g. only when unexpected events occur. Hence, instead of relying on hard-
coded collection rules, the authors propose to rely on an approach which intelligently, via the
distributed ANN, decides whether telemetry information should be shared with the CP.

The proposal of distributing an ANN's neurons is, however, coupled to a variety of challenges and a
valid mapping of neurons to network nodes has several pre-requisites that need to be fulfilled. If
neurons are connected in the ANN, the respective network nodes need to be connected as well. In
addition to that, it needs to be guaranteed that flows with sufficient capacity are active between
these nodes, to enable picky-packing of information. The paths between the neurons should be as
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short as possible to avoid synchronization issues and runtime timeouts. The authors formulate an
optimization problem to minimize the distance between the neurons, accounting for all involved
constraints.

The authorsimplement their approach using P4 and show that it is capable of reducing the amount
of data shared between CP and DP (5 times fewer data reported) while achieving a precision of 91%
in terms of correctly determining non-expected events that should be reported.

10.4.6.4 Switch Architecture Enhancements

In order to deploy ML in the data plane, a certain degree of flexibility is needed in terms of the
match-actions to deploy. However, the speed and flexibility are conflicting goals. While
programmable off the shelf hardware can cheaply be adapted according to the current needs, they
are much slower compared to dedicated hardware implementations. However, dedicated
hardware, which is capable of providing high speed, is very expensive to replace if a different
architecture, e.g. of the switch pipeling, is needed. The paramount goal of the work presented [44]
isto meet the trade-off between programmability and speed. For instance, it is desirable on the one
hand to allow as much flexibility as possible and the usage of a wide range of commands and
actions. On the other hand, packets should be processed as fast as possible, which can be achieved
with dedicated hardware. This conflicts with the goal of flexibility, as replacing the hardware with
each new feature that should be provided, results in immersive costs. The match-action hardware
proposed in the scope of Protocol Independent Switch Architecture (PISA) allows just enough re-
configuration in the field, such that new rules for packet processing can be implemented and
enforced at run-time. In general, it allows to re-configure the data plane in the following four ways:

Definition and re-definition of fields
Specification of number, topology, widths, and depth of match tables
Definition of new actions

Placing arbitrarily modified packets in specified queues

This proposal is hence suitable to (partially) address the limitations as denoted in Table 15. Building
on top of this architecture, Taurus [42] presents a domain-specific architecture for switches (and
NICs) to perform per-packet ML in the data plane at line rate. It adds a new compute block which is
based on parallel-patterns abstraction, i.e, MapReduce. The new block introduced is a grid of
memory units (MUs) and compute units (CUs), implementing a spatial single-instruction-multiple-
data (SIMD) architecture. The control-plane of a Taurus-enabled data centre shall obtain a global
view of the network and train ML models, which are then used by the data plane to perform
optimized, per-packet decisions.

10.5 Technology Trends: Summary

Section 10.4 presents different solutions for an evolution towards an Intelligent User Plane (IUP) in
6G systems. We can aggregate the solutions in two technology trends:

Delegating 3GPP User Plane Functionalities to the Transport Layer

Leveraging In-network Computing in the User Plane.

This section draw conclusion on a potential architecture approach to implement these two
technology trends.
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10.5.1 Delegating 3GPP User Plane Functionalities to the Transport Layer
This technology trend aims at:

Achieving UP latency performance gains by leveraging on shortest path communication in
the transport network

Distributing UP routing functionalities at the access nodes of the 3GPP network without
incurring in the significant increase of deployment costs that would require deploying full-
fledged 3GPP UPF at each access site

Simplifying the 3CGPP User Plane components to reduce their cost, possibly leveraging on
general purpose IT technologies (e.g., standardized by IETF) instead of designing 3GPP-
specific functionalities.

With specific reference to UE-to-UE communication, Figure 61 depicts the 5G state of the art (the
communication path is implemented by two PDU sessions anchored to CN UPF(s)) and the target
configuration that could be achieved in the 6G architecture (direct user plane path between the
gNBs). The target configuration assumes that all the gNBs in the service area are interconnected
by full mesh topology in the transport network.

Hp e 1] )
e _UPFE 0)-g5— T S
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State of the art (5G) — Target configuration

Figure 61: UE-to-UE communication in legacy and future architecture

In comparison with the 5G system architecture depicted in Figure 62, Figure 63 describes the
architecture changes required to realize the target configuration in the 3CGPP User Plane by
delegating functionalities to the transport layer.
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Figure 62: 5C state of the art architecture (simplified view)
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UPF: User Plane Function

CU-CP: Central Unit — Control Plane
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MS/MR: Map-Server/Map-Resolver
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Figure 63: Proposed 6G User Plane architecture to delegate UP functionalities to the transport network

10.5.1.1 User Plane aspects

Shortest path user plane connectivity between gNBs is realized by leveraging on SR-enabled access
routers integrated with the CU-UP+ component of the gNB. The access routers of the gNBs are
connected by full mesh topology in the transport layer.

User Plane traffic may be routed over:

The reference point Xn-y for UE-to-EU communication within a wide area where direct user
plane path between gNBs is possible.

The reference point Nx for UE-to-UPF communication with a Data Network or UE-to-UPF-

to-UE communication when establishing a direct user plane path between gNBs is not
possible.

The 5G CU-UP is extended with a set of functionalities implemented by the access router integrated
with the 6G CU-UP+:

Perform Locator/ID resolution with the MS/MR Control Plane function for UL packets

Act as QoS enforcement component (see point 5).

The reference point Xn-y could be used also as evolution of the legacy Xn-U (GTP-U based, see
Figure 62) for data forwarding between the gNBs.
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The 6G UPF implements much simplified functionalities in comparison with the 5G UPF; the
functionalities are implemented by the access router integrated with the 6G UPF:

Perform Locator/ID resolution with the MS/MR Control Plane function for DL packets; this
can be implemented by IETF LISP methods as proposed in Solution #1.

Act as QoS enforcement component (see point 5).

QoS enforcement is performed by the routers either at the CU-UP+ (for Xn-y or Nx communication)
or at the 6G UPF (for Nx communication) or at the IUF (for Xn-Y communication). The QoS
enforcement component:

Enforces the uplink bitrates based on the QFI marked by the UE in the UL packets

In DL direction, in addition to the DL bitrate enforcement, marks the packets with the
corresponding QoS Flow Identifier (QFI) that are used in the target gNB for radio resource
scheduling.

The same QoS enforcement component may perform the QoS-functions for both directions for a
packet.

NOTE: it is for further study how the QoS enforcement component is made aware of the session
and QoS policy. In particular, it is for further study how to enforce the same QoS bi-directionally for
UE-to-UE communication if the UEs have different subscriptions or capabilities.

10.5.1.2 Control Plane aspects

Locator/ID resolution is supported by the MS/MR (Map-Server/Map-Resolver) Control Plane
function. The MS/MR handles two reference points implemented by service-based interfaces:

The MS/MR exposes a service-based interface to the routers integrated in the gNB's CU-UP+
and CN's 6G UPF to perform Locator/ID resolution

The MS/MR exposes a service-based interface to the Control Plane functions in CN (SMF) and
RAN (CU-CP) that the CP functions invokes to store Location/ID mapping in the MS at PDU
session establishment and modification.

10.6 Enabling the Intelligent User Plane for 6G

In the following, we describe the solution presented in [23] for integrating In-Network Computing
into 6G networks by means of an Intelligent User Plane (IUP). The key idea is a programmable User
Plane, capable of carrying out computations on packets as they traverse the network devices,
instead of purely performing (QoS-aware) store and forwarding actions on them. By means of an
AR/VR use-case, we show how applications and involved devices can benefit from offloading
application tasks to the 6G network.

10.6.1 The Intelligent User Plane for supporting VR/AR use-cases

Along several research associations, INC is seen as a key enabler for future immersive media, such
as VR and AR [45]. We also motivate the 6G IUP by means of a mobile AR gaming use-case, showing
that the IUP is capable of (i) simplifying the mobile end-devices and (ii) reducing the latency as
compared to, e.g,, MEC-based solutions. The upper part of Figure 64 shows a 5G scenario, where
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several devices are involved in a game. Via the AN and the core network (CN) UPF, the devices
establish a connection to the Data Network (DN), and thus to the remote application server. We
assume that each device has a dedicated connection to the AN, ie, acts as independent user
equipment (UEs).
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Figure 64: Intelligent User Plane to offload application-specific tasks to the UP elements

Each device performs different game-relevant tasks: The glove sends haptic information captured
by its sensors, the racket detects if the ball was hit or missed, and the AR glasses render video objects
and detect objects in the real environment. The problem with these (complex) computations
running at the mobile devices is the clash with their vital design requirements and characteristics:
Mobile devices should run without external power supply to allow a high degree of freedom in terms
of movement to the user. To achieve a high wearing comfort, the integrated batteries should be as
small as possible. Further, the equipment shall not become too warm, even after a long usage
period. However, a high computational load can heat up the device and lead to fast drainage of the
small batteries. Indeed, the issues of battery lifetime recently challenged the development of AR
glasses and led to delays in commercial releases of end-consumer grade equipment.

The lower part of Figure 64 denotes the same scenario, but with the envisioned 6G IUP. Now, the
devices can be kept simple, because the tasks are offloaded to the 6G UP entities, i.e., the AN and/or
the UPF. A controlling entity (denoted as C) programs the AR/VR end-devices and the involved UP
entities for INC usage. Further, the controlling entity allocates the compute tasks among UP
entities. This requires a certain level of interaction between application, devices, and the 6G system.
Hence, the Application Function (AF), or the respective 6G counterpart providing information
exchange with third-parties, can be a well-suited candidate to be involved in the process. Please
note that the controlling entity is not necessarily a single entity, but can be composed of multiple
NFs and their interactions.

10.6.2 Benefit as compared to current MEC solutions

Other concepts, such as mobile code offloading [46], have also shown a great potential for reducing
the energy consumption of mobile devices by means of migrating processor-intensive tasks to
resource-rich surrogates. But such solutions are prone to exceed the stringent delay requirements
of novel use-cases, such as mobile AR gaming. Figure 65 highlights the benefit for bringing
computations into the network, when aiming at both simultaneously, high energy-efficiency and
low application latency.
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Figure 65: Latency reduction with the [UP for 6G

The left part of Figure 65 denotes the 5G scenario, where the UP data is sent via the 5G UP (both AN
and CN) to an edge computing (EC) server. There, the data is processed and then sent back to the
UE via the 5G UP.

Having the proposed IUP in 6G networks allows to process the UP data directly within the mobile
6G system. This allows to drastically reduce the latency as compared to the depicted EC solution.

10.6.3 Proposed key enablers

In the following, we describe four key enablers for realizing the envisioned IUP for 6G networks.

10.6.3.1 Key Enabler 1: Computation-enabled User Plane Entity (CUPE)

Compared to state-of-the-art UP entities (i.e. AN and UPF), dedicated to solely perform
communication-related tasks, the Computation-enabled User Plane Entities (CUPEs) are
significantly enhanced in terms of their computational resources. This includes among others CPU,
GPU, RAM, and storage. We envision two realizations of a CUPE:

A general-purpose CUPE: It may run on virtualized infrastructure and can be scaled
dynamically to the current needs, e.g., the number of active flows requiring computation or
the complexity of the conducted compute tasks. This realization has the benefit that it can
carry out any arbitrary task. However, it is potentially slow because computations are carried
out in software.

A specific-purpose CUPE: This CUPE realization is equipped with dedicated hardware-
acceleration. This brings the key benefit of being able to process packets very fast, even at line-
rate. On the other hand, however, this comes with the limitation of being applicable only to
very particular tasks and inducing higher costs.

10.6.3.2 Key Enabler 2: Compute Service (CS)

With the term Compute Service, we refer to computations carried out in the CUPEs. That is, a CS
unites all computational instructions and precisely describes the actions to be executed on a flow's
packets. We envision two types of such compute services:

Pre-defined CS: Those represent generic computations, which can be useful for a wide range
of applications. As they are foreseen to be frequently used, all - or at least a large set of - CUPEs
would support these compute services off the shelf.

Customized CS: Those represent highly specific computations, eg., well-tailored to the
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particular needs of a given application. While such customized CSs offer a high degree of
flexibility, they cannot be supported by a large set of CUPEs per se. The deployment of a
customized CS at the CUPEs in charge, i.e, those along the application flow's UP path, can be
initiated via the AF. An application provider can communicate the desired CS, e.g., in the form
of an execution script, to the 6GC system's orchestration and management (OAM). If the request
is accepted, the new CS can be deployed and the application's packets are processed in the
network as specified by the application provider.

10.6.3.3 Key Enabler 3: Communication and Compute Flow (CC Flow)

To allow computation management on a per -flow level, we introduce the concept of
Communication and Compute Flows (CC Flows) in the 6G system. CC Flows may be understood as
an evolution of QoS Flows. The key advancement they introduce is that — besides treating the flows
in the specified QoS-aware manner — the CUPEs carry out computations on CC Flows' packets,
according to the CSs associated to that flow. The packets' payload data may hence be modified
along the way from sender to receiver. This is a key break with the flow concept as known today.

10.6.3.4 Key Enabler 4: Communication and Compute Control Entity (CCCE)

As described earlier using Figure 64, a control unit is necessary to determine how the compute tasks
shall be allocated among the UP entities and to program them accordingly. For that, we introduce
the Communication and Compute Control Entity (CCCE). It is responsible for determining the
appropriate CUPEs to use for a CC Flow, allocating the computations among the involved entities,
and for any further tasks related to the CC Flow setup. The CCCE is aware of the CSs supported by
the different CUPEs, as well as their current load. The control entity is not necessarily a single entity,
but can be realized in a distributed manner, such that logical tasks are distributed among different
entities, i.e.,, CP NFs.

10.6.4 Communication and Compute Flows

We understand the CC Flows as the key enabling concept for the 6G IUP. For this reason, we provide
more details based on Figure 66.

sc Il [—BG

QoS Flow CC Flow

+ QoS-aware treatment of a flow's packet « Computations on the flow's packets at CUPEs
QFI: Unique identifier of a QoS Flow « CFIl: Unigue identifier of CC Flow
5QI: Pointer to a set of QoS characteristics + BCSI: Pointer to a set of Compute Services (CSs)
QoS Profile: Describes the QoS parameters and * CC Profile: Describes the CSs to use and further CS-
specifications of the flow (e.g. guaranteed bitrate, specific parameters required for the computation (e.g.
packet delay budget) thresholds, parameters)

packets received
1 1 3 by server

by UE 3 £ 3 ) — OO0 — Omm|m

6G UE 7 Compute services (CSs) Application Server

Figure 66: The concept of CC Flows. By making use of the CUPEs and their CSs, packets are processed while
being transmitted from the 6G UE to the DN via the 6G network.

Considering the CC Flows as an evolution of QoS Flows, we map and extend existing concepts from
QoS Flows to CC Flows. For example, the QoS Profile in 5G describes the QoS parameters and
respective specifications (e.g. the guaranteed bitrate (GBR), the packet delay budget). Accordingly,
the CC Profile associated to a 6G CC Flow describes the Compute Services (CSs) to be used for that
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flow and provides further specifications, such as specific threshold values to be applied to the
computation carried out).

The illustration in Figure 66 further denotes a 6G UE which has a CC Flow established to a remote
application server. The UE is sending packets via the AN to the first CUPE, in this case a UPF. The
Compute Service(s) running on that CUPE modify the packets while forwarding them (indicated as
the modified border colour). The modified packets are forwarded to another UPF, also acting as a
CUPE, where the packets are once more modified. Finally, the UE's packets are transmitted via the
DN to the remote application server. The packets received by the server differ from the packets
originally sent by the UE.

10.6.5 Considerations of the Architectural Impact

In order to realize the envisioned IUP for 6G as described above, and specifically the concept of CC
flows, major modifications as compared to the 5G architecture are necessary. Besides the UP
enhancements, the capabilities of the relevant involved control plane NFs must be enhanced. New
capabilities of the AF include for example the definition and deployment of new, customized CSs at
the CUPEs or the initiation of the CC Flow setup. The SMF (or the respective 6G counterpart), when
selecting the UP path, needs to additionally consider the set of supported CS at the UPFs as well as
their computational load.

A 6G access node acting as a CUPE may perform capillary traffic offloading to a local access to the
DN, resulting in an enhanced utilization of the underlying transport network and in reduced latency.
Any use-case requiring high throughput and low latency everywhere in wide areas would benefit
from such a solution. However, it requires to merge or co-locate the AN with some networking
functionalities which are so far only implemented by the UPF (e.g. uplink/downlink QoS
enforcement, downlink traffic notification, traffic forwarding, etc.), to allow operating on higher, i.e.
PDU, layer packets at the AN. The consequence is a break with the functional split between access
and core network — one of the key design principles of 5G systems. To summarize, the required
functional and architectural changes that are necessary for realizing the envisioned Intelligent User
Plane can only be implemented at a generation shift towards 6G [23].

10.7 In-Network Computing as an Enabler for Split-Al

The increasing use of artificial intelligence (Al) and machine learning (ML) techniques in mobile
applications is revolutionizing our world. Al/ML technology is being widely utilized across various
industries. For instance, in mobile devices such as smartphones, robots, and cars, Al/ML models are
utilized to perform complex tasks like speech recognition, image recognition, and video processing.

The 3GPP Technical Report [47] analyses the types of Al/ML operations that can be supported on
top of 5G System, one of which is Al/ML operation splitting where the Al/ML operation/model is
divided into different parts depending on the task and environment. For example, the
computationally and energy-intensive parts can be offloaded to the network endpoints while the
privacy-sensitive and delay-sensitive parts may be left on the end device. The intermediate data is
sent to the network endpoint for further processing, and the results are sent back to the device.
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10.7.1 Split-Al Use-Cases

Figure 67: Example Use Cases

Image recognition, which encompasses a wide range of applications including surveillance,
security, robotics, and automotive driving, is a critical area where Al/ML model splitting plays an
important role. As image and video content account for more than 70% of daily Internet traffic, it is
essential to consider the computational load, data rate, and privacy requirements at Internet Data
Centres [48]. By dividing the Al/ML inference/model, used for image recognition, between the
mobile device and the network server, we can effectively reduce latency and energy consumption,
improve accuracy and privacy, and relieve resource pressure on both sides. In this approach, the
mobile device handles privacy, and delay-sensitive tasks, while the network server takes care of the
computation-intensive and energy-intensive parts of the Convolutional Neural Network (CNN)
model, as illustrated in Figure 67. Moreover, these techniques can be applied for media quality
enhancement purposes. Imagine being able to fully immerse yourself in a virtual reality game with
high-quality videos, such as 8K per eye at 120 frames per second. Even if hardware, load, and
networking limitations only allow for 4K video streaming, low-resolution video can be upscaled
using Al/ML techniques to 16K content, enhancing user experience to a different level. Additionally,
splitting the model provides the aforementioned benefits in this particular use case.

Another interesting area to leverage the benefits of Al/ML model splitting is mobile robots which
have become increasingly important in scenarios such as warehouses, disaster rescue, and smart
factories thanks to their high mobility. However, to enable these robots to perform their tasks in
highly varying environments, they need to have fast and reliable sensing, planning, and control
capabilities. However, achieving these capabilities can lead to increased computational
requirements and power consumption if performed on the robot. The lightweight form required
for mobile robots working in real-world environments prevents them from being equipped with a
large number of CPU/GPU units and large-capacity batteries. To address this, researchers have
studied the offloading of computations from robots to the cloud [49]. However, designers of
autonomous mobile robots also need to consider scenarios where the robots must have local
processing capacity to ensure low-latency responses during periods of varying network access
quality. The resulting split control system is different from fully remote-controlled robot systems,
which rely on cloud computing for planning and control while the robots only report sensing data
and receive control commmands. Split control allows for more efficient processing, as the complex
and less latency-critical tasks can be offloaded to the cloud or edge control server, while the low-
complexity and latency-critical tasks can be performed locally by the robot. A study showed that a
robot completely controlled by a cloud server cannot finish a walking task if the round-trip latency
exceeds 3ms. However, with split control, the robot can still perform the task with a worse-case
round-trip latency of 25ms [50].
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10.7.2 Split-Al Inference Models

The 3GPP deployment options (modes) introduced in [47] can be used for both Al/ML training and
Split-Al inference. Modes a) and b) are the traditional approaches where the Al inference is handled
entirely on one endpoint. Modes c) - g) aim to divide the Al/ML inference into multiple parts based
on the current task and environment.
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Figure 68: Al Splitting Modes [47]

There are several modes of Split-Al inference to consider, as shown in Figure 68. In Mode a),
cloud/edge-based inference, the model inference is carried out solely in a cloud or edge server, and
the device only reports sensing/perception data to the server. While this limits device complexity,
inference performance depends on communication data rate and latency, which can be
challenging to guarantee in 5G systems. Additionally, privacy protection measures are necessary
due to the disclosure of sensitive data to the network.

In Mode b), device-based inference, the Al/ML model inference is performed locally on the mobile
device, preserving privacy at the data source. However, this can potentially impose excessive
computation, memory, and storage requirements on the device. In some cases, the device may
need to obtain the AlI/ML model from the edge cloud/server, requiring corresponding downloading
data rates from the 5G system.

Mode c), device-cloud/edge split inference, offers more flexibility and is robust to varying
computation resources and commmunication conditions. The Al inference is split between the device
and the server based on current system environmental factors. The device executes the Al inference
or DNN model up to a specific part or layer and sends the intermediate data to the server which
executes the remaining part/layers and sends the inference results to the device.

In Mode d), edge-cloud split inference, the DNN model is executed through edge-cloud synergy,
with latency-sensitive parts or layers executed at the edge server, and computation-intensive parts
or layers offloaded to the cloud server. The device only reports sensing/perception data to the server.
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Mode e), device-edge-cloud split inference, combines Mode c) and Mode d). The Al inference
operation or model is split over the mobile device, edge server, and cloud server. The computation-
intensive parts/layers can be distributed among the cloud and/or edge server, while the latency-
sensitive parts/layers can be executed on the device or edge server, preserving privacy-sensitive
data at the device.

Mode f), device-device split inference, provides a decentralized split inference where a group of
mobile devices can perform different parts of an Al/ML operation or different DNN layers and
exchange intermediate data with each other.

Finally, Mode g), device-device-cloud/edge split inference, combines Mode c¢) or e) with a de-
centralized execution of the device part split over different mobile devices. The intermediate data
can be sent from one device to the cloud/edge server, or multiple devices can send intermediate
data to the cloud.

Considering the deployment options defined in 3GPP architecture, it is observed that there is still a
risk of large volumes of data being transmitted to endpoints for processing, which might cause
congestion and degradation in network performance. Here, the remedy is using In-network
computing, which offers numerous benefits when compared to traditional methods. In-network
computing decreases energy consumption by allowing computations to be executed in the
network user plane devices, resulting in less data being transmitted to the application server in the
cloud. In addition to the benefits related to traffic volume and energy efficiency, in-network
computing can also improve network security. Analysing data in real-time during transmission can
identify and prevent security threats, thereby thwarting attacks before they cause any damage.

In the current state of the art, the split of computation between the end user and network
endpoints is already discussed in order to deliver effective results for the user. These tasks may
include Al/ML or other complex computations that require input data and models, e.g., rendering
augmented reality with limited computational resources in a headset device. In the 6G system, Al
splitting on in-network elements is also a promising approach. The decision of how to divide the
computation task between the User Equipment (UE) and other network entities (edge/cloud
servers) will depend on the network conditions and available computational resources in the UE
and within the remaining network entities. It's important to note that the decision of how to split
computation is not discussed under the context of 3GPP, and it is considered as an implementation
detail.

10.7.3 Key challenges of INC-assisted Split-Al

In the following, we refer to INC-assisted Split-Al as the case, where an NN is vertically split into
multiple parts (each part comprising one or more NN layers) and the resulting parts are allocated
to different compute nodes. In the following, we assume that a 6G AN, the 6GC UPF, as well as the
UE and the application server can serve as a compute node, i.e, AN, UPF, UE, and server may execute
some layers of the given NN. The execution of NN layers in AN and UPF is enabled through INC,
hence, we refer to the term INC-assisted Split-Al (INCaS-Al) in the following. Further, we assume
that the Communication and Compute Control Entity (CCCE), introduced as key enabler 4 in
Section 10.6.3, is in charge of determining the optimal split, the allocation of NN layers to compute
nodes, and delegating the layers to execute to the involved UP entities.

Introducing INC-assisted Split-Al as a native feature into 6G networks is coupled with a number of
challenges that need to be solved [51]. This includes among others the following issues:

Variety of potentially conflicting optimization goals: Fulfilling optimization goals for a
combination of communication performance metrics, compute performance metrics, and Al-
based application layer's performance metrics is extremely complex. These optimization goals
may include, e, minimizing the UE energy consumption, minimizing the overall energy
consumption, reducing the generated traffic volume, or keeping the end-to-end latency of
the application as low as possible. Further, to save on compute resources and traffic volume
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(i.e, if capped by the user's subscription plan), it could be essential to minimize the
computational load in the network and minimize the traffic that would be billed to the user.
The KPIs to optimize might even relate to various possible stakeholders of the e2e service (e.g.,
end user, operator, and the application provider). Thus, the question is which of the many
possible optimization targets set by different stakeholders (end user, application provider,
mobile network operator, cloud service provider) should be prioritized to benefit from Split-Al
operations. Some of the optimization goals may even be conflicting with each other. For
example, if the UE's energy consumption should bbe minimized, an obvious approach would
be to offload as much computational load as possible to the network or the cloud server. This
would reduce the UE energy consumption with the cost of increasing traffic and
computational load in the network and the cloud. Evidently, those trade-offs must be carefully
considered when designing the end-to-end system.

Complexity of finding the optimal split: Even in the simplest case, where one single
optimization target is set (e.g,, minimize end-to-end inference latency), it is still challenging to
find the optimal NN split and the respective compute node allocation. This is due to the
number of degrees of freedom (DoF) when it comes to allocating NN layers to compute nodes:
i) the number of partitions of the NN and the split positions, ii) the selection of UP entities (UP
path selection), iii) the allocation of NN layers to compute nodes. Let us assume a simplified
case, with the UP path being short and already set: UE-AN-UPF-Server, ie.,, we eliminate DoF
ii). Further, let us consider a very simple NN with only three layers. This creates four different
split options (no split at all, 2 possible options with one split, splitting at each layer). This
simplified consideration already results in 17 different options for allocating the NN layers to
the four compute nodes (UE, AN, UPF, server). The three NN layers must be executed in order.
The inclusion of just one alternative UPF that could be used for NN execution would lead to
the double number of possibilities, i.e., 34.

Large amount of information to be collected and processed: Not only the complexity of
determining the optimal split is a challenge, but also the amount of information needed. The
optimal NN split and allocation of NN layers to computational nodes depend on a multitude
of factors. These factors can be related to the end user, the application workload (the NN to be
applied), as well as the network conditions (radio access and transport network). Figure 69
summarizes the key information (third column) that would need to be exchanged in order to
fulfil the required novel capabilities (second column). As it can be seen, the information
required in the 6G CP is very comprehensive, comprising various metrics that should be
provided by from application layer, end user, UE, and UP.

6G
Ccp

Required Capability

- Determine number and locations of splits of the NN
- Determine UP path und NN layer allocation
- Charging {user/App provider to pay for INC service)

Efficient signaling:

CP —+ UP: Enforcement of NN layers to be executed
UP — CP: Various monitoring information

- Execution of NN layers as an INC CS

- Support required level of dynamicity

Needed Information Exchanged

Application-related: Requirements (e.g. inference time), per-layver info (complexity. output size) as it
determines the processing latency and traffic generated between compute nodes)

User-flUE-related: Privacy requirements (e.g. user consent to share info with network), energy-related
info (e.g. current battery level), user preferences (e.g. minimize INC usage as much as possible o save
monthly cap limit according o subseription plan)

UP-related: Communication-related information (UL/DL volume, delay), computation-related informa-
tion {static, e.g.. available CPUSGPLU and dynamic, e.g.. current CPU/GPLU wmilizaton)

CS {(NN-layer info:) Activation Functions, weights, biases {(possibly compressed NN model)
Provide UP-related information needed at the CP on a given time-granularity

Compute requirements (e.g. the CUPE’s time budget for executing the assigned NN lavers, provided by
the CP via the CC Profile)

Figure 69: Novel 6G capabilities and signalling information required for INC-assisted Split-Al [51]

Higher level of signalling overhead: INCaS-Al operations will generate additional signalling
overhead, as the communication stack and computing stack require coordination. All
information denoted in the table above needs to be acquired by the CCCE, which is assumed
to be residing in the 6G CP. The split and allocation decision need to be propagated from the
CCCE to the entities in charge. Enhanced interaction is required between the 6G system and
the application provider, e.g.,, via the AF and NEF (Network Exposure Function). The two most
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important enablers to mention here are (i) signalling for providing the NN-related metadata
information from the application provider to the 6G system and (ii) signalling for providing the
information of how the NN layers are scheduled to the different compute nodes, eg., to the
UE, network and the cloud, as the cloud and the network need to know which parts they have
to execute. Further, enhanced interaction between CP and UP is needed. This refers to the
collection of monitoring information (e.g., UL/DL bit rate at the radio interface or compute load
of AN and UPF(s) involved), as well as exchange of control messages to inform the UP entities
about the layers they need to execute. One important aspect in the context of scheduling and
associated signalling overhead relates to the scalability of the whole system. Since NN models
can be large in terms of NN layers, intelligent mechanisms are needed to efficiently handle
the representation of a whole or partial NN within the 6G system. During CC Flow setup, each
UP entity is informed about the layers it needs to execute. High dynamicity is required,
because the layers to execute can be different for each flow. Thus, the signalling overhead
would grow exponentially if for each CC Flow setup large NN models must be shared between
CP and UP.

Business relations and trust between multiple systems: Given the data being an asset for the
application providers, as well as users' privacy policies, opening the NN model over the
network infrastructure, with different business owners, is not a done deal. Despite the
willingness of mobile operators to host storage or computation for applications at their access
network, over the past two decades, such services did not become a reality. Although recent
years have shown a great deal of convergence between different involved sectors, there is still
not a clear model for such business relationship.

10.7.4 Key requirements for the 6G architecture to support INC-assisted
split-Al

From the challenges denoted above, we derive the required enhancements needed in the 6G
architecture (specifically UP and CP) in order to practically realize the INCaS-Al In general, it can be
stated that 6G networks must be significantly enhanced to support this increased level of
complexity for Net4Al and the specific case of Split-Al. The major architectural innovations as
compared to the legacy 5C system can only be realized with a generation shift towards 6C. In the
following, we summarize what the next generation of mobile networks should at least provide:

Support for INC in the User Plane with the UP nodes reporting rich information about their
capabilities e.g. hardware capabilities (including accelerators), available resources per time
unit and location, support for partitioned NN processing (software);

Support for fast analytics generation, allowing to collect vast amounts of information about
the whole network and cloud state;

Fast optimization engines that can harness KPIs set by network, UE, end-user, cloud and
application layer. Further being capable of resolving trade-offs between conflicting targets,
and derive optimal solutions even for complex problems;

Enhancements of signalling to enable exchange and collection of information needed at
the CCCE to determine the optimal split. Further, the 6G system should provide new
information spreading techniques from the CCCE to the UP, so to enforce the execution of
the NN layers allocated to the UP entities. For instance, there must be capabilities for the
CCCE (located in the CP) to instruct the UP entities and the application layer to execute
specific NN layers. It must provide means to share such information as efficiently as possible,
as NN models (and parts of them) can become very large in size and the parts to be executed
by one compute entity can differ for each flow in the network;
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Novel solutions for exchanging and representing NN-related information within the 6G
system and between the 6GC system and 3rd party applications. This is required, among
others, for efficiently signalling the assigned NN layers from CP to UP, and for the application
layer to provision the NN layer partitions (partially to be executed by the network) to the 6G
system, e.g,, via the AF;

An enhanced session management entity (e.g., an evolution of the 5G SMF) integrating
CCCE functionalities. That is, it is equipped with the necessary logic and sufficient
computational power to be able to solve the complex problem of determining the optimal
split of the NN. Further, it is capable of determining a suitable UP path as well as allocation
of the resulting NN partitions (i.e, the NN layers) to the involved compute nodes (AN, UPF(s),
UE, and cloud);

Targeted interaction between the application layer and the 6G system to enable the
collaborative computation of NNs between the application and the network.

10.7.5 6G Architecture Enhancements to Support INC-assisted Split-Al

The following part introduces proposed enhancements for the control plane and the user plane to
realize INC-assisted Split-Al. But before coming to this, we first map the generic concepts of the CC
Flow (introduced in the previous sections) to the specific case of NN execution in the network.

10.7.5.1 Mapping of CC Flow Concepts

Figure 70 shows the CC Flow concepts for the specific case of Split-Al. The CCCE in the 6G CP
determines how to split the NN and allocates the layers to compute nodes (including server, UE,
and CUPEs). Please note, Figure 70 only refers to one single example, where two CUPEs and the
server execute parts of the NN. However, the AN and the UE could also take part in the NN
computation. The table in Figure 71 shows how the generic CC Flow and its concepts and enablers
(introduced earlier in Sections 10.6.3 and 10.6.4) can be specifically used for Split-Al.
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Figure 70: CC Flow for Split-Al: Execution of Neural Network parts as Compute Services [5]]
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(oneec)

Concept

Specific INCaS-Al Case

Description

cc A network flow connecting to the end-points of an Al application, Parts of the NN (i.e., some layers) or even the complete NN are

Flow which uses an NN for its inference task, supporting computation on  executed at the CUPEs besides transmitting the data.
top of communications / CC Flow relating to an Al application.

CS A computation unit, related to the execution of NN layers. Several — Depending on the realization, there are (a) different computation
options for CS realizations are possible: Option 1: One CS unites all  granularities (fine-grained on a per-neuron basis or coarse-grained on
layers to be computed at one CUPE. Option 2: One CS unites all  a set of layers), and (b) the CUPE must be capable of supporting
computations for a single NN layer to compute. Option 3: One CS i) multiple CS execution (in case one CS is one neuron) or the ii)
represents the computation of only a single neuron. dynamic construction of a CS (in case a CS composes several layers)

CCCE It is responsible for (i) splitting the NN, (ii) determining the UP  Optimally splitting and allocating the NN is not trivial. The UP path
path, and (iii) allocating layers to compute nodes. When determining  selection, possible split points of the NN, and the possible allocations
the split and the allocation, different factors are involved, such as  result in several degrees of freedom and a high number of possible
Al application requirements (e.g., inference speed), compute node  combinations. As compared to the capabilities of a 5G SMF, the CCCE
capabilities (CUPEs, UE, AN), the current network load (in terms  needs more information (through enhanced signaling/interaction with
of computation and communication). other NFs) as well as enhanced compute capabilities.

cC Set of information associated to each CC Flow. It includes all Split-  Link and computation requirements at each CUPE should be included.

Profile Al-relevant computation information, which must be known at the = Depending on how the CCCE signals the layers to be executed to the
CUPEs. CUPEs, it may also contain (parts of) the NN layer allocation.

CUPE 6G UP entity, specifically supporting CSs for the execution of one or  Significant speed-up can be expected [22] if CUPEs are equipped with

more NN layers

specific hardware that is dedicated for NN inference.

Figure 71: CC Flow concepts applied to the specific case of Split-Al [51]

10.7.5.2 Enhancements of the CP

The CCCE determines the split of the NN and the allocation of the resulting NN layers to compute
nodes. Finding the optimal split requires various information (see Figure 69) and a sophisticated
logic behind. In order to determine and implement the optimal split, the CCCE needs information
about the network topology and computational capabilities of the CUPEs, e.g., provided by the
Management Plane (MP). Further, the CCCE needs the NN and knowledge about the NN's key
characteristics. Such information can be provided by the third-party application provider, e.g., via an
Application Function (AF). Finally, the CCCE must be aware of information relating to UE's status
and capabilities (e.g. battery level and computational capabilities) as well as the current load of the
network (for both, commmunication and computing).

Therefore, the CCCE can determine how to optimally i) split the NN and ii) allocate the resulting NN
layers to the compute nodes. Finding the optimal split can be done, for example, by solving an
optimization problem which maximizes or minimizes a specific KPI (e.g. energy consumption,
inference latency, or UE compute load). To allow optimizing multiple KPIs in Split-Al, we envision
the CCCE to hold a set of Split-Al rules, which can be dynamically chosen prior to CC Flow setup. For
example, one Split-Al rule may be “minimize UE energy consumption”, while another Split-Al rule
could be *minimize end-to-end inference latency”. For selecting the Split-Al rule to apply for a given
situation and CC Flow, we envisage a Split-Al policy, that defines how to select the Split-Al rule(s)
that should be applied. This policy can be programmed via the MP by the network operator. For
instance, the policy allows to define how to select the rules according to the operator's preferences
and based on underlying conditions and capabilities of the 6G system.

10.7.5.3 Enabling NN Execution in the UP

The NN to execute using a CC Flow varies from application to application: for example, a video
streaming service will use a different NN for resolution upscaling than an AR application for object
recognition. When it comes to CC Flow setup for Split-Al, the CCCE may determine a different split
allocation, depending on the current underlying situation. So in the end, what a CUPE has to
execute is extremely dynamic and may differ for each single CC Flow. In order to tackle this
challenge of high dynamicity, we envision two distinct solutions for enabling the 6G CUPE for NN
execution, providing the required level of flexibility.

10.7.5.4 Option 1 - CUPEs with High Capability

Thisfirst option assumes that the CUPEs are considerably enhanced in terms of their computational
capabilities. The ultimate goal is to minimize the signaling overhead fromm CCCE to CUPEs, when
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instructing them on which NN parts to execute. Figure 72 illustrates how the NN activation can be
realized with this first option.

: CCCE
Step 1: CCCE sends activation message to each CUPE -

individually, denoting the neurons to activate (position in

the NN template + activation function), weights+biases
Step 0: Enhanced Computed-enabled User Plane Entity (CUPE) Step 2: Activate NN layers Step 3: Execute NN layers (partial NNs) in the
ace . ¢ activa User Plane
a) Capability to execute a sct of b) Neural Network template, consisting of m “;md;"& ‘:‘“: }:L(l_'l‘,;::m = ?
X SSSA0E it €40
activation functions layers and n neurons per layer onmd S b
O rew 10 =2 @
) o
e¥oer o
O s =55 :
) o
O siomoia 10 = = g > @ —>
e i &
O [

Figure 72: Workflow for activating the NN layer(s) to be executed in a CUPE. Each CUPE is equipped with a
NN template and the capability of executing a set of activation functions. A message received from the
CCCE triggers the activation of the respective partial NN. After that, the CUPE is ready to execute the CS (i.e.
the partial NN it has been allocated [52].

a) Availability of a set of activation functions: A neuron of a NN computes an activation function. It
transforms multiple input values plus one bias to one output value. Some examples of typically used
activation functions are tanh (hyperbolic tangent), RelLU (rectified linear unit), sigmoid, softmax, or
binary step. Each of these activation functions is associated with a computation formula. To reduce
the signaling overhead from CP to UP, we assume that each CUPE is capable of executing a set of
activation functions. That is, the CUPE is aware of what to execute (i.e., which computes formula),
just by an indication of a reference to the activation function (e.g., its name). This means that the
CUPE stores the compute formula, e.g,, realized as a compute service, and the associated name.
This is indicated as step O, enhancement a) in Figure 72.

b) Availability of an NN activation template: Each CUPE is equipped with a template, e.g., as denoted
in step O, enhancement b) in Figure 72. It supports a sufficiently large, maximum number of m NN
layers (along the x-axis), as well as a sufficiently large number of n neurons per layer (along the y-
axis). The NN template is fully connected, thus providing the highest flexibility when it comes to
dynamic NN composition. Please note that the neurons are “blank” meaning that they and their
connections do exist, but it is not specified i) whether a specific neuron is used, and ii) if it is use,
which activation function it computes. Each neuron can be uniguely addressed by a combination
of the layer-1D and the neuron-POS.

c) Capability of dynamically composing NN layers to be executed, using the available set of
activation functions and the NN template: With the enhancementsa)and b), the CUPEs are capable
of dynamically composing any arbitrary partial NN (i.e, a set of consecutive NN layers), upon
reception of an activation message (step 1in Figure 72) from the CCCE. The activation message is
unigue for each CUPE and contains i) the neurons to activate (by indicating the position in the NN
template), ii) for each neuron the activation function to compute (by indicating the name of the
activation function), and iii) the weights and biases as input to the neurons. This activation message
is sent to each CUPE in charge of executing a part of the NN, and each of the involved CUPEs
dynamically activates their respective partial NN (step 2 in Figure 72). Finally, as denoted in step 3 of
Figure 72, after activation, each CUPE is capable of executing the partial NN it has been allocated
for execution by the CP. Please note that with this option, the signaling load can be reduced, as the
program code to execute is available already at each CUPE and does not need to be transmitted.
Further, each compute node only receives the part of NN information relevant to itself.

10.7.5.5 Option 2 - CUPEs with Low Capability

For this second option, the CUPE may be logically composed by a 3GPP network UP function (like
for instance a UPF or the CU-UP of a Radio Access node) and a compute instance which is part of a
distributed Platform as a Service (PaaS). The PaaS constitutes the Compute Plane, logically
separated from the 3GPP UP. This approach does not prevent that the compute resources are
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physically co-located and efficiently interacting with the networking devices, exploiting the benefits
of in-network integration of the compute capabilities. An exemplary implementation of this
approach is described in as ISAP? (In-Network Service Acceleration Platform).

Abenefit of this approach is that the CP may span beyond the 3GPP System domain: PaaS instances
may be logically associated with 3GPP UP functions as well as with cloud points of presence outside
the 3GPP scope: for instance, the PaaS instances may be realized within the telco edge cloud or
centralized data centers or embedded within the end-user device. Moreover, each PaaS instance of
the CP may offer generic computing capabilities (capacity, memory, and acceleration capabilities)
that can be allocated to any application’s workload: this approach allows to exploit the distributed
PaaS for a wide range of applications.

10.7.6 INC-assisted Split-Al: Performance Analysis

The following section gives some first insights on the impact of INC-assisted Split-Al on various
performance indicators. In the following, we introduce the testbed setup (see Figure 73), as a
continue to our previous work [52], describe the evaluation scenario along with the utilized NN and
its characteristics, and show some initial evaluation results.

10.7.6.1 Testbed Setup

To assess the benefits and feasibility of the INC-assisted Split-Al, performance evaluation
experiments were carried out using Graphical Network Simulator Version 3 (GNS3), where each
CUPE was deployed as a Virtual Machine (VM). Each CUPE has been configured with 4098 MB of
RAM and 2 CPU cores. The VGG-16 convolutional network has been trained using Python3 with the
TensorFlow and Keras libraries on the CUB-200-2011 dataset [53], which consists of nearly 12,000
images representing 200 bird species. The experiments are performed on a system equipped with
an Intel® Core™ [9-9980HK CPU at 240 CHz and 32 GB of RAM. Regarding the network
characteristics, typical conditions in an average network are considered, analogously to what has
been specified in [54]. As a result, data is transmitted via UDP and the bandwidth between CUPEs
is set to 1 Gb/s with a propagation delay of 10 ms. An IUP composed of three CUPEs has been
considered for the experiments. Finally, the UE is set to be the Samsung S20, which is one of the
latest and most powerful smartphones commercially available. The graphical representation of the
experimental setup is illustrated in Figure 73.
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Figure 73: Experimental Setup lllustration

2 https://ntt-review.jp/archive/ntttechnical.php?contents=ntr202412fa2.html
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10.7.6.2 Evaluation Scenarios and NN Characteristics

The evaluation scenario focuses on an image classification task. This task could conceptually be
performed either directly on the UE or by a cloud server, with the request originating from the UE.
By leveraging the INC-assisted Split-Al paradigm, this image classification task can be efficiently
executed withinthe UE's PDU session. This approach offers several advantages: it improves the end-
to-end delay and potentially reduces the computational load on the UE by offloading the task to
the Central Unit User Plane Entity (CUPE). This offloading, in turn, allows for a simpler hardware
design for the UE itself.

For image classification, the VGG-16 CNN) is employed. Within the proposed 6G architectural
design, which natively supports the Split-Al framework, a functional split of the VGG-16 has been
both proposed and illustrated in Figure 74.

To aid the comprehension of the proposed split, the VGG-16 structure is explained in the following:

Five Convolutional Blocks (ConvBlockl-5). Designed to capture features from the image,
such as textures, edges, and color gradients as well as higher-level features such as more
complex shapes, patterns, or combinations of colors. Each ConvBlock is composed of two

convolutional layers and a max-pooling layer to apply a spatial dimension reduction helping
to focus on the most essential information for classification.

The DNN Prediction Block (DNNBlock). It is represented by DNN that uses the features
extracted by the VGCGlo ConvBlocks to obtain the image classification. The network is
composed of 10 hidden layers that use the Relu activation function. The output layer uses
the softmax to assign the class probability.

Following the structure of the VGG-16, the convolutional blocks are isolated from the DNN part,
intended to compute the classification based on the features extracted by the convolutional blocks.
Each block of the VGG-16 is then mapped as a Virtual Network Function (VNF) to be deployed on
the entities of the IUP. Two types of VNFs are, therefore, denoted: (i)VNF-ConvBlockl-5, which
represent the convolutional block of the VGG-16; and (i) VNF-DNNBIlock, which is the VNF of the
fully connected DNN that performs the final classification.
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Figure 74: VVGG-16 Structural Characteristics.

10.7.6.3 Resource Characterization of the Isolated VGG-16 Blocks

Based on the Split-Al strategy devised in the previous section, placement configurations for neural
network (NN) blocks have been defined, adopting key principles for the functional split of an in-
network NN, a concept envisioned for upcoming 6G networks [54]. To prevent uncontrolled data
expansion caused by convolutional blocks, each VNF-ConvBlock was designed to end with a Max
Pooling layer. This choice significantly reduces the data transmitted across the network while
maintaining the VGG-16 architecture's "block" organization. Furthermore, in accordance with [54],
each block was proportionally split. This implies that each unit of the decomposed NN has a
memory footprint limited to the unit itself. This aspect is crucial, as deploying a complex NN,
composed of millions of parameters and dozens of layers, could otherwise compromise its
fundamental functionalities, such as data forwarding. The effectiveness of this splitting strategy was
assessed through performance evaluation tests to measure each block's overhead in terms of
Input/Output data relation, CPU utilization, and RAM utilization. Figure 75 illustrates the amount of
data each block requires as input and produces as output during its dedicated operations. The
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results highlight that the first convolutional layer causes a significant expansion of the received raw

input data, indicating that this layer requires careful handling during placement design.
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Figure 75: Input&Output Relationship per each block.
Metric VNF-ConvBlockl VNF-ConvBlock2 VNF-ConvBlock3 VNEF-ConvBlockd VNF-ConvBlock3 VNE-DNNBlock
CPU 17,79% 25% 5% 22.23% 13,05% 12.17%
RAM 73,080 402% 73,725 732,055 74,86% 13350%
FLOPs 2, 2481E 1T TI1ETIT 7, 368E 112 1,72 ETT 1,422FE 12 2,305 T8
Params(num.-%.) | 38592 (=0,028%) | 221184 (=0,165%) | 1471560 (=1,00%) | 5898240 (=4,40%) | 7077888 (=5,28%) | 119352397 (89,03%)

Figure 76: Performance Evaluation of the proposed VGG-16 split VNF-Blocks.

Regarding the CPU consumption, the highest values are observed in VNF-ConvBlock2, VNF-
ConvBlock3, and VNF-ConvBlock4. For VNF-ConvBlock?, this is attributed to the large amount of
data it processes, which is produced and sent by the previous VNF-ConvBlockl. For VNF-ConvBlock3
and VNF-ConvBlock4, the reason lies in the combined influence of the data quantity and the
number of Floating-Point Operations per Second (FLOPS) required to execute them. The FLOPS
analysis (third row of Figure 76) reveals that the VNF-ConvBlock3 experiences a significant CPU
consumption, due to the combination of a large data throughput and considerable computational
demands. Meanwhile, VNF-ConvBlock4 incurs the highest FLOPS across all neural network blocks,
accounting for its elevated CPU consumption. As for RAM, the amount consumed by the
convolutional blocks does not exceed 25%. A higher amount of RAM is consumed by the VNF-
DNNBIlock, which is not dependent on the amount of data, but rather on the fact that the DNN
accounts for 90% of the parameters (weights and biases) that compose the entire VGG-16 (see
fourth row of Figure 76).

10.7.6.4 Intelligence User Plane Performance Evaluation

After quantifying the expected overhead of the VGG-16 blocks, different alternative placement
configurations can be tested. Without losing generality, three CUPEs (as illustrated in Figure 73) in
the path towards the Cloud have been considered, i.e. the typical range of values for the UPF VNFs
(in our case CUPES) in an operator's network from a UE to the Data Network, as stated in [54]. The
evaluated deployment configurations are chosen considering not only the usual approach
(considering UE and offloading to the Cloud) but also leveraging INC principles. These Deployment
Placement (DP) configurations are described in Figure 77.
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Partition ID (DP) Type of Split Blocks in UE | Blocks in CUPE]1 | Blocks in CUPE2 | Blocks in CUPE3 | Blocks in Cloud
1 Full-Cloud - - - - 1,23,4,5,6
2 INC-Cloud(1) 1 - - 234,50
3 INC-Cloud(2) 1 2 - 345,60
4 INC-Cloud(3) 1 2 3 45,6
5 Full-INC(1) 1,2 3.4 3.6 -

6 Full-INC(2) 1 234 5.6 -

7 Full-INC(3) - 12,3 45,6 - -

B Full-UE 1,2,3.4,5,6 - - - -

9 UE-Cloud 2 - - - 345,60
10 UE-INC-Cloud 1,2 34 - - 5.6
11 UE-INC 1,2 34 -

Figure 77: Deployment Placement Configurations.

Under these DP configurations, the inference delay (time to predict), the energy consumption of
the involved CUPEs and the Cloud, as well as the network utilization overhead, due to additional
data exchanges to carry out split-Al related tasks, are evaluated.

As shown in Figure 78, configurations involving the Cloud (DP1-DP4) exhibit significantly higher
inference delays—exceeding five times those of in-network deployments—due to the time required
to transmit intermediate data to the Cloud for processing. In contrast, configurations DP5-DP7,
which fully leverage in-network resources, complete the inference earlier along the path,
substantially reducing the uplink delay and overall latency.

Time To Predict

0 I I m _
DP1 DP2 DP3 DP4

DP5 DP6 DP7 DP8 DPS DP1D
Figure 78: Time To Predict (i.e. inference delay) for each partition deployment.
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In Cloud-based deployments (Figure 79), the placement of VNF-ConvBlockl plays a critical role in
network utilization. DP2 demonstrates the highest network overhead due to the large volume of
data transmitted from CUPE] to the Cloud, whereas DP1 minimizes network usage by keeping all
blocks co-located in the Cloud, thereby limiting data transfer to only the input and output of the
inference task. Energy consumption trends align with the distribution of computational tasks: DP1
leads to higher Cloud energy usage, while DP4 shows increased CUPE energy consumption due to
a higher concentration of in-network processing.
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Figure 79: Placement Deployment involving the Cloud: Comparison and Evaluation.

As illustrated in Figure 80, INC-based deployments present reduced inference delays compared to
the Cloud-based ones. Among these, DP7 achieves the lowest inference delay by concentrating
submodels on fewer devices, although there is risk of overloading CUPEs. DP6 shows elevated
network usage due to the isolated placement of VNF-ConvBlockl, highlighting the importance of
co-locating data-intensive blocks. DP5 offers a more balanced configuration, with acceptable delay
and network utilization, making it suitable for scenarios involving network nodes with limited
computing resources.

In-Network Configurations Evaluation

—DP5 —DP6 —DP7
TIMETO PREDICT

TOTAL NETWORK USE ENERGY CUPEs

Figure 80: Placement Deployment involving INC: Comparison and Evaluation.

Finally, DP configurations involving the UE were evaluated, as shown in Figure 81. The Full-UE setup
(DP8) results in minimal delay and network overhead, yet incurs the highest UE energy
consumption. Hybrid configurations, such as DP9 and DP10, show increased inference delay due to
Cloud interaction and varied network usage depending on block placement. Notably, DP11 (UE-INC)
offers the best compromise, combining reduced inference delay with efficient network utilization
and moderate energy consumption, by strategically assigning high-volume blocks to the UE and
first CUPE node.
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Figure 81: Placement Deployment involving UE: Comparison and Evaluation.

10.8 Conclusions on Intelligent User Plane

This section elaborated on technical solutions and their architectural impacts for 6G networks. More
specifically, it discussed different solutions for an Intelligent User plane design so to meet the
challenging requirements of future real-time sensory services and applications like the Metaverse,
AR, and Al-based applications. We presented a broad set of ideas, covering solutions related to a
flatter network design and segment routing, as well as in-network computing and machine
learning. Indeed, we have indicated how the different proposals can reduce both, the network load
and latency and thus support future Internet applications.

We condensed the presented ideas into two technology trends that enable an IUP, as depicted in
Figure 82. The first one by delegating functionalities to the transport layer, the second one by
leveraging in-network computing. For both the technology trends, we focused on their
architectural impact by elaborating on their potential control and user plane implications. For the
latter, the adaptations for the 6G architecture may include (but not be limited to) the integration of
new reference points to support shorter paths along the user plane, as well as an extension of the
CU-UP functionality. Furthermore, a simplified UPF design as compared to 5G UPFs, in the sense
that functionalities are implemented in the access routers integrated with the 6G UPF. Finally, we
detailed on embedding INC features into the UPF, which can be achieved by means of UPF
programmability and a logical entity, allowing to perform computations on the flows as they
traverse the UPF. This logical entity could be realized, for example, by means of a new computational
layer integrated into the UP stack.

Application Layer Application Layer
- Session Management 3GPP | In-Network Computing |
3G pP - Interface to external DN - Session Management

User Plane . interface to external DN

User P|ane - QoS enforcement

Traffic tunneling

Delegate UP functionalities

Y

- QoS enforcement
- Traffic routing

Transport Layer - Traffic engineering Transport Layer - Traffic engineering

5G User Plane design 6G User Plane design

Figure 82: Potential 6G User Plane design in comparison to 5G state of the art
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11. Flexible programmable
infrastructures

6G should provide full service support (i.e. going beyond just network connectivity) that would
transform the notion of the “session” from a “connectivity session” to a full service execution. For this
to be possible, scalable resource control is needed, i.e, a coherent, holistic control of a running
network, which includes controlling access, routing, compute and storage nodes at the same time.
Under these conditions, it also becomes possible to transform the network from a static entity,
rooted in careful dimensioning and pre-planning, to a more dynamic entity with runtime
assignment of resources for specific tasks such as flows, processing requests, etc. This dynamicity,
based on efficient request scheduling, is known to lead to benefits for both the end user and the
network operator (e.g., reducing the total cost of ownership, the network footprint, etc.).

Dealing at scale with the amount of monitoring information that will be generated in 6G systems,
both from the infrastructure and the services requires embracing a more distributed paradigm for
data distribution and storage. Furthermore, location-transparent access to data should be provided
in 6G systems to facilitate the consumption of information throughout the system, regardless the
location of the storage or the data consumer.

These changes should be accompanied by an advance in the adopted programmability model.
Instead of network focused, low level programmability mode, as available now, 6G systems should
adopt a more generic, declarative programmability model, where the desired status is stated
instead of the set of corrective actions to reach it. That model should focus on all parts of the
infrastructure, including the access, transport network, higher level network processing, storage,
etc. Taken together, these traits give the future infrastructure the flavour of Flexible Programmable
Infrastructures.

11.1 Scalable resource control

Figure 83a shows an excerpt of a resource set controlled by a hypothetical network operator. Some
of the depicted resources are physical devices (e.g. switches or routers), owned by the operator,
whereas many of them can be virtual, e.g. virtual machines hosted by a local, or even global, cloud
provider. Some resources act as routers and forward control or data packets between different
interfaces, others are leaf or stub nodes that are only source and sink of messages but do not
forward them between different interfaces. However, stub nodes can be multi-homed nevertheless.
This resource set may be expanded by additional resources, e.g., smartphone resources that extend
the 6G control and/or data plane, as shown in Figure 83b. One leaf node gets an additional link and
is multi-homed then. In Figure 83c a complete network of resources gets connected, ie, it is
included into the existing resource set. The latter two illustrate scenarios in which the operator
expands (and later possibly shrinks) its network in terms of geographical footprint, capacity, quality
of service under increased load, etc.

This expansion, extension of resources may be due to an increased capacity demands, e.g. due to
events such as fairs, demonstrations or sport event. The original, physical resources may be owned
by the event organizer or a third party (e.g., cloud provider). In any case, their quick and precise
inclusion in the resource set of the operator and their subsequent usage to support existing or
enable running new services is what is of interest in this scenario.

In our opinion, an essential precondition to realize this use case is resilient interconnection of all
resources. This is to say, inclusion cannot come as a conventional, management activity that
requires manual configuration or the added resources. It has to be dynamic, control-oriented, with
each added resource being available to use almost instantaneously after it gets connected to at
least one other resource already owned by the operator. This is why we see protocols to interconnect
a dynamically changing set of resources the most critical contribution at this stage.
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Figure 83: Large Scale Operator Network Scenario

There are plenty of requirements for the said interconnection protocol that can be seen relevant
based on the depicted scenario, such as:

Scalability to a large set of resources. Large operator networks comprise several 100 000s
network resources. Additional user equipment can easily scale this up to several millions of
resources. Scalability should consider the size of the routing tables and the number of
exchanged protocol control messages in dependence of the number of resources. This
includes both initial connectivity establishment as well as the protocol's reaction to dynamic
failure situations.

Support for continuous dynamics in the resource set due to different workload in the control
plane. One can expect that the control plane has to inherently scale with the overall load and
size of the system, i.e,, when more users generate more services requests, the control plane
resources must be scaled accordingly and (ideally) automatically. Therefore, the routing
protocol must be able to converge quickly enough in order to allow for a stable and reliable
connectivity among the currently active resources.

Supporting high dynamics (churn) of devices at the edge/access of the network. This churn
stems from a large number of potential users as well as from their mobility and multi-homing
possibilities.
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Instantaneous change of a large number of resources. Nowadays an additional larger amount
of resources can be provided ad-hoc by using cloud-based virtual resources, e.g., when alarger
telecommmunication provider includes a large set of virtual resources. Another scenario that
may cause a large number of changes can occur when virtual mobile network operators lease
a large set of resources from vertical telecommunication providers.

Support for heterogeneous topologies, ie., the overall topology may possess a power law
property, but some parts of the topology may have denser properties, e.g., resource subsets
stemming from cloud-based virtual resources.

11.2 Next-generation programmable network
infrastructures

In next-generation mobile networks, connectivity is going to be present everywhere. So there exists
the need to be able to manage these extremely complex networks that expand multiple domains
(even reaching the extreme edge) in an intent-based approach or in a more declarative way, i.e. with
declarative interfaces to manage the whole heterogeneous network of resources. As the number of
devices participating in the networking topology increases, the complexity of its management and
control also increases proportionally. The main objective of such an interface is to be able to
automatically translate from user requirements into network deployment and operation strategies.
In order to achieve such objective, one needs to i) explore the use of big data to collect network
operation and user performance data, required for the automation and acquire visibility, i) develop
Al models that are capable of predicting user experience and network performance, to be able to
determine if changes in the network could impact performance, and i) explore network
programmable data planes (P4 and OpenFlow) and their respective network controller's
integration into next-generation networks, to further understand how these technologies can
enable an intent-based interface to control the network infrastructure.
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Moreover, aside from dynamically supporting and interconnecting a wide variety of devices that
can dynamically be scaled based on the capacity demand and supporting declarative MANO
interfaces, another use case that this Wl will explore is the ability to guarantee performance isolation
in such heterogeneous and decentralized networks. The network should be capable of being sliced
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into smaller performance segments that can guarantee delay, traffic isolation, and/or capacity for a
subset of the communicating services. To realize this performance isolation one needs to explore, i)
smart traffic performance detection algorithms to predict traffic patterns in microscale, and ii)
dynamic network resource allocation control mechanisms, that reprogram the networking
resources, based on real-time metrics, and predicted traffic, and iii) network digital twin, providing
network simulation, planning, and replay capabilities.

11.3 Decentralised and Distributed Data Fabric

6G leverages on the shift already introduced by 5G on which the monolithic architecture of the
previous generation moved towards network and service-oriented architectures. Consequently, it
is pushing towards even more decentralised and distributed architectures for the data, control and
management planes, while expanding it further in several technological domains targeting more
disaggregated and flexible programmable infrastructures. This not only means that its architecture
will be more decentralised, distributed and heterogeneous, but it will also accommodate a more
open and collaborative paradigm between different stakeholders (e.g., bringing an even closer
engagement of the vertical stakeholders) and interfaces towards decision-making entities either
for telemetry or increased Al-based automation. Thus, programmable network infrastructure will
be able to dynamically add or remove resources from different domains on-the-go and in a plug-
and-play fashion way, without the burden of complex reconfigurations.

The underlying network infrastructure will then evolve fromm mere data pipes to an actual
decentralised and distributed data fabric that is able to understand data and eventually its
semantics, and therefore transparently applying additional processing to improve the overall
efficiency of the network. Let's assume the following examples for a better understanding of its
importance:

Location abstraction: In a decentralised network infrastructure, it is paramount that the
operation of many of its core components are decoupled from any location requirements. In
this way, nodes can e.g., dynamically join and leave or move across different location without
impacting the configuration and operation of the decentralised system as a whole. To
facilitate such goal, data shall become independent of its location, application, storage or any
means of transportation. While in traditional data pipes the end points of these called pipes
must be known a priori, a data fabric supporting the network infrastructure is expected to
improve efficiency, security, and provide better scalability and robustness for decentralised
systems.

Plug-and-play functionalities: the capability to introduce new functionalities is paramount for
the so-called programmable network infrastructures, thus they must be incorporate in a
seamless way that does not disrupt the entire system. For example, network storages can be
easily plug-in anywhere in the cloud-to-things continuum, making them ubiquitously.

Fencing-based data governance: if part of the infrastructure is shared between different
parties, or exposed to third-party users, it is paramount to isolate each tenant and ensure that
information does not leak to unauthorised parties. The same applies when data shall not cross
a given regional or global boundary. In this case, the data fabric itself must be able to ensure
the previous cases, releasing the infrastructure managers, service providers from such burden.

Altogether, the scale at which data will be generated and consumed by 6G systems, both from
infrastructure and services, will highly increase, imposing innovative and distributed paradigms for
data distribution and storage that can simultaneously preserve data privacy and anonymity. In the
following are presented several characteristics that should be considered in the design of a data
fabric:

Communication paradigms: Data can be consumed in by following different communication
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paradigms: push or pull. On one hand, the push communication paradigm data is sent
towards the destination without having a prior request. On the other hand, both poll and pull
communication paradigms require an explicit request by the consumer prior to the sending
of data. Moreover, pull communication paradigms can be subcategorized into
publish/subscribe or request/response, which differ on how data is requested and delivered.
While the former only needs to request the data once (i.e, subscription) which is then sent to
whenever an update occurs, the latter needs to send individual requests for each data retrieval.

Cardinality: Producers and consumers of data might define different relationships between
one another by defining different communication associations and scopes, which can be
classified as unicast (1-to-1), broadcast (I-to-many), multicast (I-to-many, many-to-many), or
anycast (many-to-few. many-to-1). Each differs on how data is first grouped among
communication entities and later transmitted and forwarded within the network.

Data Consistency: Keeping data uniform as it moves between communication entities is
paramount for a consistent view of a distributed system state. It can be categorised into point
in time consistency, transaction consistency, and application consistency. Moreover, different
consistency models can be considered as a balance between consistency, availability and
partition tolerance (i.e., CAP theorem) [24].

Location transparency: Although the origin of data is always tied to a specific location, entities
in a distributed system intend to fetch data about the overall system (or of a specific function)
without explicitly stating the location of such data. As such, host-oriented approaches
introduce bigger overhead and complexity when compared to data-oriented approaches. In
the latter, producers and consumers address the data itself instead of the host serving it, thus
relying on the network infrastructure to forward the requests towards the entities containing
such data and retrieve back the response to the consumers.

Storage: In general, that data is produced and consumed on the spot and at the time it was
generated, thus putting the burden on the consumer side in case it needs to access past data.
The capability to store any data not only increases the flexibility of the data distribution but
also decouples the producer and consumer in time, facilitating the integration of new entities
and mechanisms. For example, Al/ML decision-making entities to build datasets for their
training stages as well as to create more complex workflows where the input might vary
according to intermediary decision outputs.

Operation Modes: Data exchanges must support different operation modes both dependent
and independent from the network infrastructure. In a dependent mode, communication
entities rely on brokers or rendezvous points to match and forward data between them. In an
independent mode like peer to peer or ad hoc modes, communication entities can organize
themselves in different network topologies (e.g., mesh network) while being able to not only
forward data between directly connected entities but also route data in a multi-hop fashion.

Nevertheless, the decentralised and distributed data fabric supporting a 6G system will have to
accommodate a multitude of usage scenarios and application since they might differ in terms of
requirements and/or data distribution needs. Therefore, it must be flexible to support the widest
range of capabilities to support the current and envisioned requirements but at the same time to
be extensible to support non-expected requirements that might arise in the future.

Since network intelligence is one of upcoming aspects to be embedded in 6G systems, which highly
rely on data for its operation, see Figure 85, as an example, the trade-offs to be tackled by a network
intelligence native framework in what concerns its data fabric needs. These are intrinsically different,
mostly driven by the monitoring and enforcement elements in the network (as depicted in the left-
hand side of the figure). As the main driver for decisions made by a network intelligence is time,
time is either directly or indirectly bounding the quality and selection of selected algorithms. When
associated with a given task for network intelligence, these trade-offs must be taken into




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

consideration in order to meet any task deadlines (as depicted in the right-hand side of the figure).
Data collection and/or data processing depend on the underlying infrastructure and its capabilities
to complete a given action, affecting directly on the time needed to execute the network
intelligence algorithms. Two main contextual environments define the conditions upon which the
network intelligence algorithms must be executed: (i) the infrastructure monitoring data; and (ii)
the infrastructure decision enforcement. Finally, once timing constraints are set, the network
intelligence algorithm must consider further degrees of variability that must be articulated by
means of selection and implementation of its decision-making model [23].
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Figure 85: Network Intelligence Degrees of Freedom [24]

Therefore, it must be flexible to support the widest range of capabilities to support the current and
envisioned requirements but at the same time to be extensible to support non-expected
requirements that might arise in the future.

1.4 State of the art

The increased use of software-based and virtualized network infrastructures promises the provision
of more flexible and elastic network services, but also inflicts new challenges for Operations,
administration, and Maintenance (OAM) of the corresponding network resources: their large
number, the higher dynamics, and the denser meshed topologies. A separate infrastructure for out-
of-band OAM (which would also require its own setup, configuration, and OAM) has prohibitive costs
and scaling limitations. Thus, a highly reliable and stable in-band control plane connectivity
between the network resources for OAM is required [8][9][2].

Network topologies have changed a lot in the last decades. While network links were expensive and
network topologies were sparse in the past, the trend toward denser, highly connected networking
topologies is largely driven by the advent of data centre fabrics (e.g., Leaf-Spine, Clos or Fat Tree
topologies [1]) and use of virtualization technologies in networking (software-based switches and
network function virtualization). Virtualized network infrastructures imply not only an increased
number of connected nodes as virtual instances can be easily created in larger numbers, they also
entail higher dynamics, i.e., topology changes, due to their on-demand supply feature (elasticity).

Legacy routing protocols do not scale well in such highly connected denser topologies and require
modifications [15][4][20]. Traditionally, scalability was considered by subdividing networks into
separate areas (e.g, as in introduced in OSPF [17]). However, this required careful manual
configuration and is unfeasible for large scale highly virtualized elastic infrastructures: Forthcoming
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network infrastructures must be easier to manage or must be even able to manage themselves [5].
Current approaches try to reduce overhead and configuration effort [15] in specific topologies, but
do not change the basic flooding nature of the protocol or are limited to specific topologies [20][22].

Example uses for control plane fabrics are the control connections between a controller and its
controlled switches of SDN-based networks or between the Virtualized Infrastructure Manager and
its resources in the NFV-MANO framework [10], the Network Virtualization Authority to interconnect
network virtualization edge switches as considered in the NVO3 Architecture [3], or cluster
networking (networking solutions for Kubernetes). For the latter two, BGP with reflectors is often
used, which also requires configuration.

DISCO [18] is a distributed compact routing scheme for ID-based routing that scales with 0(,/nlogn)
and provides a worst case stretch guarantee. It is not a genuine ID-based protocol since it uses
topological addresses and two mapping systems for ID to locator resolution. The approach is more
complex as it requires four protocols: synopsis diffusion for estimating the number of nodes, a path
vector protocol within a node's vicinity and to all landmarks, a distributed hash tables (DHT) protocol
across all landmarks, and a DHT combined with a distance vector protocol for the sloppy group
maintenance. Since traffic is routed via landmarks, one can expect some traffic concentration at
landmarks. The dynamics of the protocol (i.e, reaction to link failure and link repair) have not been
designed or evaluated in [18]. A closely related approach is UIP (Unmanaged Internet Protocol)
[M]12] that also uses ID-based addressing and a Kademlia-based routing table. Its main goal is to
provide connectivity between otherwise unconnected domains and subnetworks. The efficiency of
the routes themselves was not in focus (e.g., no PNS or PR used) rather than efficiently finding some
route. Moreover, dynamics besides network split and network merge were not considered or
evaluated. Similarly, the original Kademlia scheme [16] does not provide any route rediscovery
mechanism: non-reachable nodes get merely evicted after some time. Virtual Ring Routing (VRR)
[6] is also a DHT-inspired routing protocol that is ID-based. It does not consider route efficiency so
some routes may incur high stretch. VRR sets up virtual links along the path instead of using source
routing to route between ID-wise neighbours. This requires to establish forwarding state in
intermediate nodes thereby reducing scalability: some nodes have to establish lots of forwarding
entries and may have to forward lots of traffic. In contrast to KIRA's PathID scheme, paths setup by
VRR are not aggregable. VRR was designed in the context of wireless ad-hoc networks and was
evaluated in small topologies (200 [6] — 1 024 nodes [18]) only. VIRO [14][7] proposes a virtual 1D-
routing scheme based on an additional mapping layer that employs a Kademlia like structure.
However, changes in the physical topology require changes in the virtual ID space, i.e, the virtual
IDs are topology dependent. The protocol requires address space construction, address assignment
as well as a publish and query mechanism for address mappings.

The RPL routing protocol [21] was chosen as routing protocol for the Autonomic Control Plane [9]
and is said to be scalable as it aims to connect 100 000s of loT devices. RPL is a distance vector
protocol that creates a tree-like structure (DODAG), but requires configuration of DODAG roots and
creates heavy traffic concentration near DODAG root node [19]. The routing table can be extremely
small as it only needs to store a few paths towards the root. Its inherent treelike structure enforces
routes along the DODAG, leading to high stretch and inefficiency in certain topologies. Using more
efficient routes comes at the cost of additional entries or also additional route discovery overhead
[13]. Recent efforts try to mitigate the scaling issues of link-state protocols in denser data centre
topologies [20]. However, some of the solutions possess inherent scaling limitations, because they
still use flooding and state, while other solutions (e.g., RIFT) are designed for specific topologies only.

Modern systems operating across the Cloud-to-Things continuum highly rely on information
exchange between devices and applications while operating across a network. Usually, to support
such approach information exchange at scale is provided by cloud computing, which provides on-
demand availability of computer system resources, especially data storage and computing power,
without direct active management by the user. For example, Function as a Service (FaaS) services
[25], such as Azure IOT Edge, Amazon Greengrass, Google's Cloud IoT, Apache OpenWhisk, or
OpenFaas, are used to support the Things segment through widely-adopted platforms for stream
processing. Although it provides a level of abstraction of the continuum, OPEX reductions, or
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functions scalability, developers still depend on lower-level communication frameworks in a very
segmented environment. As an example, different solutions are used to address data-in-motion
(e.g., Apache Kafka, DDS, MQTT, NATS, gMQ) or and data-at-rest (e.g., MariaDB, OpenZFS, Amazon
S3, InfluxDB), which usually are not efficient or design to different segments of the continuum.
Lastly, the things segment has always been hidden from such integration through points of contact,
like gateways or brokers, that intermediate the communication between the loT devices and the
Edge and Cloud, as a way to decouple solutions from the requirements of low-power and
constrained networks widely used in the loT domain (e.g., Bluetooth, LoRA, Zigbee, Thread, etc).
Although such solution abstracts the constraints and requirements from the loT domain, it implies
a centralization of cormmunications that introduces single point of failures and attacks, and limits
the potentially to use the resources available in last segment of the continuum.

As a consequence, this diversity and heterogeneous of programming frameworks and models
hinders the efficient development of any decentralized and fully distributed data fabric that exploits
all the resources in the continuum, since developers require to go through a complex and
cumbersome process of patch working and integrating different solutions [26].

[30] is a potential solution to the problems outlined so far. It is a highly scalable a robust routing
protocol that provides connectivity for extremely large networks (e.g. up to or even more than a
hundred of thousands of nodes) under extreme conditions such as frequent node failures, mobility,
etc. The approach taken (named KIRA and R2/KAD, KIRA being the entire forwarding/routing
framework, R2/KAD being the underlying routing protocol) is based on a flat ID-based addressing
scheme to easily support self-organization and zero-touch as well as mobility and multi-hnoming.
ID-based routing has the advantage of providing IDs as stable addresses to upper layers. Thus, in
case (virtual) resources are moved within the topology, any control connection to them stays alive.
KIRA is a genuine ID-based scheme, because it does not use topological addresses at all and thus
does not require any additional identifier-locator mapping (increased risk of non-consistency) and
associated protocols (additional overhead and convergence time).
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Figure 86: KIRA Architecture [30]

Figure 86 depicts the architecture of KIRA. It consists of essentially two parts: Path-ID-based
Forwarding Engine and R2/KAD routing protocol. R2/KAD messages are forwarded using source
routing. In order to avoid the per-packet overhead of source routing for KIRA’s data packets the
Forwarding Tier (extension and adaptation of the approach taken in [31]) employs Path-ID-based
forwarding for the learned paths. It thus enables a more efficient and fast forwarding of data
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packets. A Path ID denotes a certain path uniquely and is used as path label. It replaces the source
routing path. Some Path IDs are distributedly computed a priori, others need to be setup in
intermediate nodes by R2/KAD on demand. KIRA's Routing Tier does not depend on the Forwarding
Tier and also works without it as its routing messages bypass it (cf. Figure 86). R2/KAD constructs
the forwarding tables and includes the path setup procedure to install Path IDs along certain paths.
Figure 86 also shows that R2/KAD messages and data packets use IPv6 with IDs as addresses. The
Forwarding Tier uses IPve GRE (Generic Routing Encapsulation) for packets with Path IDs as
destination.
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Figure 87: KIRA performance [30]

We refer to [30] for details about the detailed operation of the routing protocol and the forwarding
engine. Instead, we now give a glimpse of the KIRA performance. Figure 87 shows path stretch to
randomly chosen destinations for first and later packets as well as average routing table stretch (i.e,
path stretch for contacts) in dependency of different k values and network sizes n. Stretch of
response packets is between that of first and later packets. For k=40 path stretch of later packets is
below 1.25 for sizes up to 10K nodes and below 1.5 even for 200K nodes. Stretch for first, response,
and later packets grows with O(log n), caused by the average number of required overlay hops that
increases in the same way with n. The results highlight the efficacy of eliminating cycles for response
packets and applying shortcuts for later packets. Stretch of later packets is reduced by about 25%
compared to first packets. Most importantly, the average RT stretch is close to 1irrespective of n.

11.5 Runtime request scheduling

In an environment as dynamic as 6G is expected to be, in which a plethora of diverse services are

supposed to coexist and efficiently share the underlying infrastructure, proper scheduling of
incoming service request (in the broadest possible sense of the word) becomes critical. In the
following we briefly describe the approach taken by [27] to solve the problem.

The working environment of [27] is shown in Figure 88. Service request scheduling refers to the
selection of the ‘best’ service instance, within the set of active service instances, to serve a service
request at runtime of the overall system. This scheduling decision is performed only at the ingress
SARs, which receive the service requests from the clients, while the remaining SARs illustrated act
as forwarding nodes. The scheduling decision is interpreted as a service request routing problem at
the data plane level.

The implemented and evaluated runtime scheduler is one that takes the computing capabilities of
the service instances in the network into consideration for the scheduling decision. It is therefore
referred to as the Compute-Aware Distributed Scheduler, or CArDS. The objective of CArDS is to
maximize the system'’s processing throughput by minimizing the (service) request completion time
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(as the sum of the delays at SARs and instances, together with network propagation delays) for
individual service requests.
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Figure 88: Service routing system overview

The forwarding is realized as a two-stage process. First, the ingress SAR determines all outgoing
interfaces along which an incoming service request could be sent. It then selects the appropriate
interface to be used by implementing the scheduling decisions, which is elaborated in the following
paragraphs. In essence, the SAR performs an on-path resolution of the service identifier provided in
the service request to (a direction towards) a possible service instance; with this, the SAR has taken
over the role of the DNS albeit utilizing the compute awareness in the scheduling decision to
forward packets. A forwarding SAR then simply forwards the request to the next hop of a SAR,
utilizing suitable encapsulation techniques.

Key to the compute-awareness of our solution is the mapping of compute units onto suitable
routing constraints that can be taken as input during the ingress forwarding decision, i.e. the
scheduling decision. This routing constraints are used for scheduling a packet at an ingress
semantic router to one of the possible many service instances.

For this, we assume the integration of the compute metric assignment in placement methods and
service orchestration operations. In order to turn the compute unit assignments into routing
constraints, the service orchestration flattens and joins the service instance-specific compute units
into a compute vector for a specific service identifier that represents a set of service instances. The
needed information for each service identifier, containing each Sl's locator together with the
number of compute units allocated per instance, is expressed as lower and upper sub-interval
bounds in the compute vector. The reasoning behind the use of the interval-based method in the
compute vector is further explained in the scheduling mechanism in the following paragraphs.

The compute vector then needs distribution to the network ingress points to perform suitable
scheduling operations together with the respective locator information for each service instance for
the given service identifier. Key here is that this vector is seen as being rather stable since it is part
of the overall service deployment and placement of service instances. Hence, any change will likely
happen infrequently only, if at all during the service lifetime. As a consequence, extensions to
existing routing protocols, to distribute the computing vector among all routers, will unlikely cause
much additional overhead to the routing protocol performance. As an alternative, a service
management system may directly signal the routing information to the ingress semantic routers
only.
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Once an ingress SAR receives a service request, after checking for a routing table entry for the
service identifier provided in the request, the suitable next hop (or service instance destination) is
selected through a weighted round robin, with the weights being the compute unit for the service
instance in the compute vector of the service identifier.

In order to avoid the need for implementing multiplications for the weights (i.e. compute units) at
the scheduling decision at ingress SA, we assume that compute units are distributed as sub-
intervals instead, with the total interval length being the sum of the compute units (each sub-
interval equals one compute unit) of all the available service instances for the service identifier. This
flattening of the weights into a vector allows for realizing the weighted round robin through a
simpler counter, k, that cycles through that interval for any new service request that arrives at the
semantic router. For every new increment of the counter, or wrap-around once the end of the
complete interval vector is reached, the scheduling operations retrieve the next hop, i.e. service
instance destination information, for the current counter and stores its new value in the routing
table to be used for the next arriving request. Each semantic router chooses a random initial value
for k, therefore increasing the randomness between individual semantic routers.

The needed scheduling operations are limited to a routing table lookup and a cycling of a counter
over an interval (stored as part of the routing table). Technologies such as P4 [28] can be used for
realizing such operations at line speed. Using structured binary names for the service identifier in
our system allows for utilizing existing longest-prefix match operations to determine the suitable
interval in our operations, while increment operations over such interval can be directly realized
through P4 operations.

[27] provide comprehensive evaluations of the proposed solution, focusing in particular on
comparing it with alternative viable scheduling solutions, such as random scheduling and the
solution presented in [29]. Without discussing the details of the experimental evaluation setup, it
suffices here to mention that CArDS brings benefits by significantly reducing request completion
times in high load settings, e.g. those with above 1300 clients. This is shown in Figure 89.
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Figure 89: Runtime scheduling performance
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12. Sustainability

In its 2030 Agenda for sustainable development, UN proposed 17 integrated Sustainable
Development Goals (SDGs) spanning sustainability across social, economic and environmental
aspects [1]. UN considers mobile telecommunication systems a fundamental part of the society and
notably expects it to play a key role in attaining its SDG goals. The number of connected devices is
a good indicator for this: by 2030, the number of connected |oT devices is expected to be around 24
billion, with the revenue generated by the loT market going up to 1.5 trillion [2]. Mobile networks will
play a crucial role for enabling global coverage, low latency high data-rate transmissions, promoting
clean energy usage, developing sustainable cities, and infrastructures and efficient resource usage
to ensure responsible consumption and production. Generally, ICT sector can contribute towards
decarbonization by reducing the overall network energy consumption, use of renewable energy,
energy-efficient equipment, infrastructure and services, circular economy, waste management, and
help develop mechanisms for environmental impact analysis, etc. [5].

A similar initiative has recently emerged in the European Union. Green Deal / Sustainable Product
Initiative [3] is the recent set of initiatives of the European Commission that defines challenging
political targets for the EU to reach climate neutrality by 2050. It introduces several action plans, e.g.,
regarding clean energy (energy efficiency and renewable energy production), sustainable industry,
biodiversity, building renovation, etc. It also introduces the principles of Circular Economy, aimed at
waste reduction, reparability, reuse and recycling promotion. The Circular Economy involves all
actors along supply chains of products sold in the EU, going towards “product-as-a-service”
principle, hereby assigning each vendor the responsibility for the whole lifecycle of the offered
products. At the heart of the Circular Economy lies the principle of Product Ecodesign. In this vein,
as part of its Sustainable Product Initiative (SPI), the EC has already established its “Digital Product
Passport” (DPP), meant to gather ecologically relevant data on all products sold in the EU along
their respective supply and value chains. Mobile telecommunications and ICT in general play an
important role in the European Green Deal too. The key to understand this is the role of telecom
operators as providers of ICT solutions that contribute to both energy and material efficiency [4].
Potential scope of these solutions are almost endless, it suffices here to mention just a number of
them: smart logistics (where appropriate technological solutions may enable important fuel
consumption reduction, e.g. through optimal route management) vehicle maintenance and driver
behaviour, delivering cuts in fuel consumption of up to 30%), grids (in which smart meters enable
both energy provider, authorities and households to optimally use the energy and thus reduce its
consumption) [4], farming (sensors giving farmers the power to measure and record data such as
physical, chemical, microbial soil analysis, pest presence, satellite sensing information and data from
loT sensors such as soil moisture probes.

The two mentioned initiatives were followed by a set of national or regional initiatives with similar
objectives and got translated into concrete work items defined by governments, project funding
institutions, various industry associations (e.g., GSMA [4], NCMN [5]), etc. An obvious question of
interest for this white paper is how are all these initiatives relevant to the information and
communication technology in general and 6G in particular? Although we hinted at the answers
above, let us once again address it and state the answers clearly. We can look for them along two
directions. The first one, which we name “sustainability of ICT", targets decarbonization of ICT and
mobile networks as such, i.e, creating networks that are more energy efficient and deliver services
with a lower carbon footprint posture. Given that, currently, the ICT sector contributes to 1.4% of the
global greenhouse gas emission [12], which primarily stems from the electricity consumed by
resources during the end-to-end service operation [13], one can ask if further ICT decarbonization
can bring us any closer to the UN set goals. However, keeping in mind the above-described role of
ICT in the foreseen future, potential reductions of greenhouse gas emission within ICT will lead to
much higher global effect, far beyond 1.4%. This is where the other direction, which we name “ICT
for sustainability” comes into play. Through the continuation of the current trend of “digitization” of
conventional services and the role of ICT in the future society (recall the figures at the beginning of
this section) we expect that mobile telecoms will become more and more pivotal to the carbon
footprint reduction of our society at large. It is thus paramount to pursue the research on these
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aspects within ICT, i.e., investigate sustainability of ICT, even though the current effect of reduction
appears relatively small. In this sense, a recent study [11] can be seen as an attempt to quantify this
claim. According to [11], it is expected that by 2030, about 15% of the greenhouse gas emission can
be reduced with 5GC only. Keeping in mind that 5G was not built with explicit energy-efficiency
principles (although many requirements are being introduced and features added), we can expect
stronger and farther-reaching effect of 6G, if that technology is built from the outset as energy
aware and efficient.

12.1 Use Cases

In this section, we first make a quick illustration of what methods can be used in 6C to enable energy
consumption reduction. We do it with help of two carefully selected use cases. The first one
introduces changes in how services are offered to the consumers by explicit inclusion of energy
consumption in the SLAs. The second one illustrates opportunities offered to the operators if they
monitor energy consumption of their infrastructure real-time and optimize usage thereof.

12.1.1 Use case 1: Exposing Dynamic Energy Consumption to Subscribers

MNO networks are the closest hop for end-users during end-to-end service delivery. Hence,
application service providers such as e.g., a streaming service provider like NetFlix, YouTube, etc,
would benefit by leveraging the edge-cloud offered by an MNO. In addition, the external 3rd parties
also want to optimize/control/report the energy consumption of their service offerings to their
service consumers. Therefore, this use case considers a scenario where an external service provider
has deployed its service-instances in an MNO's edge-cloud and as a result would like to know the
energy consumption of its service-instances running in the MNQO's network.

Thisis important for external service providers for not only exposing the EC information to their end-
users but also to be able to estimate their own ecological impact, most notably in terms of CO2e
production. This, however, depends on the actual server location, server's electrical power-mix and
wireless usage. In other words, the business partner would like to know the end-to-end (E2E) energy
consumption (EC) of the service-related sessions.

On the other hand, through exposing the required EC information, MNQO’s do not feel necessarily
responsible for the (additional) ecological impact caused by this particular service-instance and can
potentially discount this from their own energy-footprint.

To safeguard their respective ecological footprint targets, the operations related to this service can
be subject to energy-based limits like “maximum amount of energy to be consumed” per session,
per user, per day, by a service instance, by the whole service, etc. When the energy consumption of
the service increases beyond the set limit, the throughput and availability of the service can be
affected.

The power-mix of the particular server could also change over time, because of external factors
(availability in the electrical grid, weather, wind). Eco-aware subscribers who prefer services with the
lowest CO2e footprint should be able to make informed decisions through the EC information
exposure.

12.1.2 Use case 2: Energy-aware Service Execution

As we know, future wireless mobile networks like 6G will provide various services to billions of
globally distributed users with sophisticated (future) mobile end-devices from applications like
Artificial Reality (AR)/Virtual Reality (VR), holographic communications, etc., with stringent
performance requirements. Hence, multiple different services will co-exist in 6G. Since different
services have different underlying service requirements, one or more services could end up
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monopolising the available resources. As a result, different entities in the network will experience
different types of traffic, resulting in fluctuations in their energy consumption.

Therefore, energy-aware traffic distribution over all available links and participating networking
nodes is crucial for improving energy efficiency of networks; in addition to improving the Quality of
Experience (QoE) of users and resource efficiency of networks. Traffic steering employed in todays’
networks focus towards achieving a more uniform distribution of traffic on all available links in order
to avoid/address congestion. Today, many different types of traffic steering mechanisms exist,
usually based on the characteristics used for traffic distribution like link quality, load balance,
bandwidth capacity, etc. Moreover, SOTA Quality of Service (QoS) and Policy frameworks also utilize
Traffic Engineering to improve the latency and reliability of the network. However, the traffic
engineering solutions should be enhanced to incorporate energy consumption of the network as a
key additional feature during traffic steering decisions to ensure energy is consumed efficiently in
the network and the overall energy consumption of the network is controlled. Moreover, the
services must be scheduled on resources in the network by considering their energy profile and
their current operating conditions to ensure all resources are operating at optimal capacity under
required energy limits.

12.2 Industry initiatives and standardization

The ICT industry in general, and the MNOs in particular, are working to reduce ecological footprint.
Although 5G has been significantly more energy efficient than previous generations, i.e., in terms of
energy per bit, the much higher need for energy consumption, given the processing and operation
needed for greater number of layers and bands, larger bandwidths, and higher capabilities, has
made this effort, particularly challenging. However, many have committed to meet the
expectations, firstly within the so-called Scopes 1 (direct) and 2 (purchased energy), followed with
Scope 3 (all other indirect emissions in the value chain). Strategies include use of energy efficient
resources and equipment, smart design and engineering, and intelligent operation, reuse, and
alternative energy and cooling mechanisms. These in practice have particularly involved the use of
renewable energy, decommissioning (e.g., copper, 3G) and modernization, circularity, and use of
Al/ML in intelligent (on-demand) operation, among others.

Despite the short to mid-term commitment of a number of leading MNQOs, primarily for Scopes 1
and 2, meeting emission reduction requirements will remain a challenge, making it a key
fundamental and by-design objective for 6G, as stated earlier. This will greatly focus on energy-
efficient and energy-harvesting design, in addition to standardized mechanisms to intelligently and
dynamically minimize consumption, towards zero watts for zero load and lower emission for on-
demand workloads.

The journey is well underway, with the recognition that the industry needs to work together, in
defining, sharing, and delivering, through alliances, standardization, and a robust and collaborative
global ecosystem and transparent partnerships.

12.2.1 NGMN

NGMN was among first industry associations to understand the importance of the sustainability
topic and deliver concrete work on it. Running through three phases as of now, the
“Sustainability/Green Networks” project of NGMN started in 2021 and resulted in a number of
important white papers. The work in [5] sets the stage by introducing the subject and explaining its
context (e.g. UN SDG and EU Green Deal). It also touches upon the important related background
concepts such as sustainability Key Performance Indicators (KPIs), role of renewable energy, etc. In
[6], NGMG narrows down the focus to energy efficiency of mobile networks and discusses ways to
potentially even further increase the efficiency of future mobile systems by utilizing various energy
saving features and more efficient hardware and network architecture.




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

In [7], NGMN promotes real-time energy consumption metering as an essential feature that will
lead to more energy efficient networks. Metering is seen not only as a tool to better understand the
energy usage in the network, but also as an enabler of more sophisticated techniques saving such
as optimal usage of the available energy mix (e.g., use of green energy where it is most needed).
Challenges related to sustainability of supply chains in mobile networks are discussed in [8].
Particular attention is paid to the emerging regulations and standards. The focus thus departs from
mobile networks in operation to the equipment suppliers and their sustainability practices in
making and delivering the equipment. A checklist of best practices in the industry is provided to
support operators in developing a sustainable procurement strategy. A set of KPIs, along with a
method for merging the KPIs into an overall measure are outlined in [9]. Two sets of KPIs are seen
critical, throw related to energy and the conventional ones, related to quality of service (or
experience). The operators’ success in delivering services is measured both in terms of how well
each end every individual KPIs is addressed, but also what trade-off are made when some KPls
cannot be made.

[10] discusses further potential approaches to saving energy in mobile networks. They are organized
into three broad categories: 1) process optimizations, 2) engineering optimizations, and 3) new
technologies. Process optimizations include approaches (many of them being Al/ML driven) to
optimally operate radio sites, which are seen as the main energy consumers in the mobile network.
Engineering optimizations go deeper into the architecture of radio access sites and propose new
methods to make more efficient radio units, antennas, etc. New technologies include various
emerging research initiatives with promising energy related performance, e.g., distributed MIMO or
reflective intelligent surfaces (RIS).

12.2.2 ETSI

ETSI (European Telecommunications Standards Institute) with its Technical Committee (TC)
Environmental Engineering (EE) (since long before the UN SDG and EC Green Deal) has been
defining standards related to “environmental aspects of telecommunication infrastructures and
equipment”. Whereas the focus of this technical committee is wide and involves matters such as
environmental conditions (e.g., climatic and thermal) in which equipment operates or
measurements are performed or power interface for ICT equipment are specified, we are here
interested primarily in its standards related to “environmental matters associated with mobile
Information and Communications Technologies (ICT) devices”.

Of highest relevance to this white paper are the following ETSI standards: ES 203 228 — Assessment
of mobile network energy efficiency [19], and ES 202 706 — Metrics and measurement method for
energy efficiency of wireless access network equipment. The latter comes in two parts, Part 1: Power
consumption - static measurement method [20] and Part 2: “Energy Efficiency - dynamic
measurement method [21].

ES 203 228 defines metrics for energy efficiency of mobile networks, parameters that play a role in
determining those metrics, as well as the conditions in which concrete measurements should be
performed. Three energy efficiency metrics were defined based on a common principle, the energy
used for an expected gain: 1) data Energy Efficiency (EEunpv), 2) coverage Energy Efficiency (EEun.con),
and 3) latency Energy Efficiency (EEun). Data Energy Efficiency is defined as the ratio between the
data volume (DVwun) and the Energy Consumption (ECun) when assessed during the same time
frame:

DVyn

E EMN,DV = r
MN

where ECuy is the mobile network Energy Consumption (ECwun) and is calculated as the sum of the
energy consumption of each equipment included in the mobile network under investigation. DVun
is the data volume delivered by the equipment of the mobile network under investigation during
the time frame of the energy consumption assessment. Thus, ECuny and DVuy are the parameters
relevant for the calculation of the data Energy Efficiency metrics. EEunpvis expressed in bit/J.
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Similar approach applies to coverage EEuncoa and EEun.. For example, mobile network coverage
Energy Efficiency (EEuncoa) is the ratio between the area covered by the mobile network under
investigation and the energy consumption (ECun) when assessed during one year.

As for the conditions and procedures for energy efficiency measurements, ES 203 228 provides
many details on timing and setup of the measurements.

ETSIES 202 706 (both Part 1and Part 2) starts with the assumption that the energy consumption of
the access network is dominating the energy consumption of other subsystems of the wireless
telecom networks and defines the measurement method for the evaluation of base station power
consumption and energy consumption. ETSI ES 202 706-1 (Part 1) [20] focuses on defining methods
for average power consumption of BS equipment under static test conditions, i.e.,, when the BS is
loaded artificially in a lab environment with three levels of load, namely low, medium and busy hour.
All radio access technologies currently in operation are treated in the document. ETSI ES 202 706-2
(Part 2) [21] repeats this exercise for dynamic loads and all radio technologies but 5G. ETSI TS 103 786
[22] fills in the missing piece, namely 5G under dynamic load. Various (dynamic) data traffic models
are used to describe the loads. Under a specific data traffic model, a set of UEs are downloading files
of various sizes, while roaming around a base station at three different locations (near, middle and
far range). Three levels of load, low, medium and busy hour (named just as in the static case) are
determined by an appropriate combination of parameters in the traffic model (e.g. waiting time
between two consecutive downloads, total number of UEs, etc.).

12.2.3 3GPP

Energy Efficiency (EE) efforts in 3GPP have been initially undertaken by SA5 (System Architecture
Working Group 5), which specified EE features aiming at monitoring and improving energy
efficiency of the 5G system by impacting the operations of the system. 3GPP SAS introduced EE
KPIsin TS 28.554 Release 17 and PEE (Power, Energy and Environment) measurements in TS 28.552
Release 18.

In December 2021, 3GPP adopted Energy Efficiency as a guiding principle for the design of the 3GPP
5C System Architecture in Release 18, the first release for 5G-Advanced [23].

The biggest contribution to energy consumption in a mobile network is provided by the RAN (Radio
Access Network) and specifically by the radio transmission/reception. 3GPP RAN Working Group 1
(RANT) addressed network energy savings in Rel-18 with a study item on “Network Energy Savings
for NR” followed by a work item [24]. During the study phase, RAN1 defined a base station energy
consumption model along with necessary evaluation methodology and KPls. Using the model and
evaluation methodology, RANT1studied and evaluated various technigques in time, frequency, spatial,
and power domains. Based on the outcome of the study item, during the normative phase RANI
specified enhancements for network energy savings in spatial/power domain and enhancements
on cell DTX/DRX.

In Release 19, use cases and requirements for “Energy Efficiency as service criteria” were consistently
addressed in 3GPP SAWG1 by a stage 1study that was completed in December 2023. Requirements
on energy efficiency as service criteria, captured in TS 22.261, include enabling the 5C System to:

Support subscription policies that define a maximum energy credit limit for services without
QoS criteria, as well as means to associate energy consumption information with charging
information based on subscription policies.

Support different energy states of network elements and network functions, as well as
dynamic changes of energy states of network elements and network functions.

Support energy consumption monitoring per network slice and per subscriber granularity.

Expose information on energy consumption to 3rd parties, subject to operator's policy and
agreement with the 3rd party.
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Based on these stage 1 requirements, stage 2 Working Groups in 3GPP started study/work items in
2024

SA WG2: Rel-19 “Feasibility Study on 5GS Enhancement for Energy Efficiency and Energy
Saving - FS_CNEES" [26]. After completion of the study phase in June 2024, the normative
phase was completed in March 2025. The 5G System Architecture in Rel-19 was enhanced
by introducing a new Network Function called “Energy Information Function” (EIF) for
estimating and exposing the 5G User plan energy consumption. The EIF collects node-level
energy consumption information of gNBs and UPFs from the OAM and estimates energy
consumption in finer granularity. Granularities supported in Rel-19: Service Data Flow level
per UE per application and per UE per network slice. The energy consumption estimation is
based on the proportion of the data volume determined by retrieving traffic usage
information from UPF via SMF: the SMF also provides the serving gNB ID to the EIF.

The EIF is the enforcement point for user consent for collection and processing of
energy-related information. The EIF may expose energy-related information to other
network functions and AF (via NEF in the case of untrusted AF) that subscribe for
notifications (periodic or threshold-based).

The subscription data for a UE may include an Energy Saving indication that the UE
is subject to network energy saving operations. The AMF may subscribe for
notifications from EIF and, upon receiving the Energy Saving indicator, forward it to
the PCF, triggering energy saving behavior configured in the network. Energy saving
behaviors are operator-defined and outside the scope of 3GPP specifications.
Operator policies in the PCF may determine that the access and mobility-related
policy information (e.g.,, UE-AMBR, RFSP index) can change based on the Energy
Saving indicator received from the AMF.

RAN WGCT: Rel-19 WI “Enhancements of network energy savings for NR” [27]. The objectives
of the work item are:

Specify procedures and signalling method(s) to support on-demand SSB SCell
operation for UEs in connected mode configured with CA, for both intra-/inter-band
CA. Specify triggering method(s): select from UE uplink wake-up-signal using an
existing  signal/channel, cell on/off indication via backhaul,  SCell
activation/deactivation signalling.

Study procedures and signalling method(s) to support on-demand SIB1 for UEs in
idle/inactive mode.

Specify adaptation of common signal/channel transmissions, such as: adaptation of
SSBin time domain (e.g., adapting periodicity), adaptation of PRACH in time domain,
study adaptation of PRACH in spatial domain.

SA WG5S: Rel-19 “Study on energy efficiency and energy saving aspects of 5G networks and
services - FS_Energy_OAM_Ph3" [28]. This study item, completed at end-2024, addressed:
Energy consumption measurement/estimation at various granularities

Feasibility of mapping measured or estimated energy consumption measurements
to carbon emissions.

Support of different energy states of network elements and network functions
OAM support to new Rel-19 RAN energy saving features.

The normative phase on Rel-19 “Energy efficiency and energy saving aspects of 5G networks and
services” (Energy_OAM_Ph3) should be concluded by September 2025. Based on the conclusions of
the study in 3GPP TR 28.880 [29], the normative work will focus on:

Specifying different options for obtaining the energy consumption of VNF/A/NFC (Virtual
Network Function/ Virtual Network Function Component) based on:
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Estimation of energy consumption of VNFC based on resource usage metrics
provided by ETSI NFV's NFV-MANO (already supported by 3GPP TS 28554 in the case
of VM-based VNF/VNFC),
Collection of energy consumption of the OS container workloads or virtualized
resource (VM) realizing the VNFC over a collection period as provided by ETSI NFV's
NFV-MANO,
Collection of total energy consumption of the VNF or VNFC over the collection period
as provided by ETSI NFV's NFV-MANO.
The normative specification should also consider compatibility and/or alignments with updates that
might be pursued to further support cloud-native and OS container-based deployments, where
applicable.

Solutions to enable renewable energy consumption and carbon emission information
reporting.

Solutions for the exposure of carbon and renewable energy related information.

Solution of renewable energy-based LBO: the MnS (Management Service) producer needs
to support the following capabilities:

MnS producer can identify the gNB which is powered by renewable energy.

An authorized MnS consumer can send renewable energy usage policy to MnS
producer, which indicates gNBs to consider renewable energy information for load
transferring.

Solution for renewable energy enabling 5GC NF re-selection.

Solution for deployment of network slices depending on the energy source of the operator
site.

Solutions for handling power shortages, specifying information elements and enhancing
the MDA assisted Energy saving use case for handling power shortages

Solutions for cell proximity-based energy saving, extending the NRM to support cell
deactivation.

While Release 19 stage 2 study/work items are progressing, SA WGT started working on Release 20
requirements for 5G Advanced in the “Study on Energy Efficiency as Service Criteria Ph2 -
FS_EnergyServ_Ph2" [30], which was completed in March 2025. The objectives were:

Information exposure of energy-related characteristics of the network for the
communication service (i.e., energy consumption, energy supply mix, carbon footprint,
energy capacity and availability conditions) to authorized users or authorized 3rd parties.

Potential dynamic adjustments of the delivered communication service from 5G system
perspective (including service performance adjustments) resulting from the changes of
energy-related characteristics of this service.

The conclusions of the Rel-20 study in the Technical Report 22.883 [31] indicate to proceed with
normative work in TS 22.261 based on the following consolidated requirements:

Expose information about network energy-related characteristics (including CO2e
emissions) in general and attributed to users at UE and service data flow granularity.

Enable adjustment of the communication service based on energy-related characteristics
in general, including energy rationing situations or changes of energy supply mix, on the
network and UE side.
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Enable charging when performance of services with QoS criteria is degraded when the
network performs energy saving actions.

leveraging energy-related characteristics as service criteria, for example for the network to
provide a set of target UEs.

support the following KPIs with respect to energy-related characteristics.

3CPP SA WG 2 started in March 2025 the Study on Energy Efficiency and Energy Saving Phase2
(FS_EnergySys_Ph2, Rel-20 [32]), targeting completion by end-2025. The study aims to specify
further enhancements on 5GS to improve energy efficiency and energy saving in the network,
taking the SAl EnergyServ Phase2 requirements into consideration, for the following aspects:

Whether and how to enhance the collection, determination and exposure of energy related
information in the 5CGS. Possible accuracy enhancement of energy consumption
calculations considering RAN reporting will only be considered only after RAN WGs supports
related enhancement.

Whether and how to support service adjustments for the UE to enable energy saving. This
may include:

Whether and how to support taking the energy attributes (e.g., renewable energy
information) into account to determine UE traffic handling (e.g., QoS adjustment)

Whether and how to support policy control based on interaction with EIF

Identify charging impacts caused by service adjustment (in cooperation with SA
WG5)

Whether and how to support NF (re)selection and/or UP path adjustment based on energy
related information.

The work in 3GPP on 6G specifications started in SA WG], with the Study on 6G Use Cases and
Service Requirements (Rel-20), including potential (new) requirements for network/system
sustainability and energy efficiency. The study started in December 2024, and the progress is
tracked in TR 22.870 [33].

In SAWG?2, the scope of the Study on Architecture for 6G System (targeting Rel-21) was approved in
June 2025, including the statement that sustainability and energy efficiency aspects should be
taken into consideration in the study.

12.2.4 ITU

ITU as awhole and its Telecommunication Standardization Sector (ITU-T) and Radiocommunication
Sector (ITU-R) have a long history of defining directions of future developoment of
telecommunications and creating concrete standards and recommendations that mark important
milestones in this development. What is of interest to us in this section are, to some degree, the
work of so-called Study Group 5 (SG5) of ITU-T on “electromagnetic fields (EMF), environment,
climate action, sustainable digitalization, and the circular economy”* and, to a greater degree, a
number of recent research studies of ITU that provide valuable insights into the problems and
potential solution related to ICT sustainability.

ITU-T organizes its recommendations and standards in series, L series being the most relevant to us
(“L series: Environment and ICTs, climate change, e-waste, energy efficiency; construction,
installation and protection of cables and other elements of outside plant”). In particular, the range
of recommendations L1300-L1399: “Energy efficiency, smart energy and green data centres”,
L1400-L.1499: “Assessment methodologies of ICTs and CO2 trajectories”, and L1700-L.1799: “Low-

4 https//www.itu.int/en/ITU-T/studygroups/2022-2024/05/Pages/default.aspx
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cost sustainable infrastructure” are most important. Whereas detailed descriptions of all these
recommendations are neither possible nor necessary here, we describe just a couple of them as
examples.

L1470 [14] provides detailed trajectories for GHG emissions for the ICT sector and sub-sectors that
are quantified for the baseline year 2015 and estimated for 2020 (the year of publishing of L.1470),
2025 and 2030. Further, L1470 presents a long-term goal for 2050. All trajectories and the baseline
have been derived in accordance with Recommendation ITU-T L1450 [15]. L1450, thus, defines the
methodology for calculating the ICT sector footprint with respect to life cycle greenhouse gas
emissions.

The ITU-T Recommendation L1333 [17] defines a key performance indicator (KPI) called network
carbon intensity energy (NCle) and elaborates on ways to calculate it for different types of networks,
such as public telecom network (PTN), non-public network (NPN) and enterprise network. The
standard only considers the network operation phase and the energy efficiency metric defined in
the Recommendation ITU-T L1331 [16]. (L1331 coincides with ETSI ES 203 228 [19], i.e, they are the
same.)

A common recent publication of the World Bank and ITU [18] brings further insights into GHG
emissions of the ICT sector. First, it raises the estimate of the total ICT sector GHG emission to 1.7%
(based on more comprehensive data than [12]). Further, it breaks down this emission to various
technological and geographical areas sectors, offering thus a better view where the focus of future
initiatives for reduction should lie. First, the emissions related to equipment use are dominating the
emissions related to production thereof. On the equipment use side, telecommunications
operators are the strongest GHG contributors, dominating the data centres. However, whereas the
GHG emissions of the telecommunications operators seem stable over the three measured years
(2020-2022), that of the data centres records a substantial increase (around 30%). On the consumer
side, personal computers are the leading GHG contributors, whereas smartphones are far behind.
If we are to summarize the data, the following three recommmendations apply: 1) reduction of the
absolute GHG emission in the telecommunications sector and in the 2) PC use, aswell as 3) reverting
the trend of data centre emission growth.

Geographically, Asia is by far the highest contributor of GHG emissions, contributing more than
twice as much as Americas and the EMEA (Europe, Middle East and Africa) regions.

12.3 Research Initiatives

12.3.1 EU Projects

BeGREEN [37] isan SNS-JU Phase | project with an exclusive focus on the radio network. The project
vision is to evolve radio networks by explicitly considering the power consumption as a radio
network design factor. It starts by questioning the energy efficiency of 5C radio and considers
bringing in the latest cutting-edge technologies, such as Al, as explicit engineering choices for 6G
radio design.

BeGREEN plansto evaluate a range of mechanisms to help reducing power consumption. The most
important are: 1) Massive MIMO RAN design, with the hope to achieve flexible and efficient
connectivity and spectrum utilization; 2) Various radio-unit controlling schemes; 3) Integrated
sensing techniques to provide a better estimate of the impact of the radio channel.

The project also targets improvements at the system level, i.e. how the network as a whole operates
with respect to energy and power consumption. Al-based procedures to adapt the energy
consumption of softwarised network functions are at the core of the approach taken towards this.




onebG white paper, 6G technology overview — 5" Edition, September 2025 (OHEBG)

The ultimate goal of the 6GREEN project [38] is to enable reduction of the carbon footprint of 5C or
6G networks by a factor of 10 or more. As the main means towards achieving this goal, the projects
will focus on cloud-native technologies and appropriately extend the B5G Service-Based
Architecture with new cross-domain enablers. Algorithmic improvements of the energy
consumption and usage will be based on sophisticated Artificial Intelligence mechanisms that will
allow propagating the environment impact to any players acting on virtual domains, and triggering
zero-touch operations according to customizable energy- and carbon-aware policies, allowing to
optimally use renewable energy sources. The project will deliver three future-proof use-case
applications that will provide a diverse awareness of the green capabilities of the 6Green platform.

Exigence [39] is an SNS-JU project with the focus on a number of novel methods to enable energy
consumption reduction. First, it puts energy metering in focus, i.e. direct energy consumption
measurements. This is to contrast with indirect measurements, which have been so far established
as a conventional method of energy consumption attribution. These assume that a user's portion
of energy consumed in a physical node (e.g. a base station) is derived by simply measuring that total
energy consumed by the node and the portion of data volume transferred for the user by that
physical node. Exigence sees this as a source of inaccuracies as the actual energy consumption is a
more complex function of various QoS parameters of the traffic handled by that node. Second,
equipped with accurate energy consumption data that pertain to users, their flows, services, etc,
Exigence plans to develop incentive mechanisms that will internalize the energy consumption and
lead to its further reduction. An example is introducing energy caps in the service offerings and
energy certificates that can be traded in an open market, in which unused energy claims can be
sold. As its third pillar, Exigence sees real-time (runtime) energy consumption optimizations, e.g.,
driving green energy to the nodes in which it will bring the highest energy savings, etc.

In this regard, EXIGENCE has defined the term “ecodata” (a piece of information containing EC and
CO2e data) and suggests that ecodata must be exposed to all service consumers by service
providers. Further, EXIGENCE has also proposed the following measures for the responsible players
in telecommunication domain, and suggests the respective standardization bodies like 3GPP to
undertake the corresponding efforts.

Proposal 1: Accurate Ecodata Measurements

As a precondition for obtaining accurate ecodata measurements in mobile networks, we propose
that vendors equip their devices with Application Programming Interface (APls) to configure
measurements in order to measure the actual EC of various individual applications/services/tasks
running on that device, enabling accurate and verifiable attribution of overall device EC to the
logical entities executed on that device (sessions or flows; tasks, threads or processes, among
others). This is similar to the existing efforts in the compute domain, e.g., Power AP| [66] using Linux
kernel's perf API to access available hardware performance sensors such as those using Running
Average Power Limit (RAPL) technology [60], available, e.g., on intel and AMD CPUs. Such hardware
capabilitiesand APIs would enable MNOs to accurately measure EC of their users whenever needed
and obtain corresponding CO2e (using energy mix and carbon intensity information from energy
suppliers).

Proposal 2: Timely Exposure of Ecodata

Users should be informed about their ecodata not only at the end of billing cycle, but also regularly,
during their service consumption, and even on demand, in order to give them an opportunity to
reflect on their EC and carbon emission and take corrective measures in time. The mobile networks
should be equipped with mechanisms and procedures to be able to accurately measure, account
for and report ecodata of the services consumed by subscribers at various intervals during service
execution. Such service measurements could be performed at different levels, e.g., for different
types of Quality of Service (QoS) flows in a Protocol Data Unit (PDU) session of a subscriber, or for
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different types of measurements for more complex services provided by 5G network, such as slicing
services, CNaas (core network as a service).

Proposal 3: Inter-domain Ecodata Measurement & Exposure

Services must expose the total ecodata attributable to a user for that user's service consumption at
granularity and time resolution suitable for that service. This information should be retrieved from
all domains participating in the service delivery. In this scope, the user is a service user and should
not be confused with the subscriber. Note that the 3GPP system itself can be a user, e.g., in case of
aremotely hosted Network Function. A3CPP subscriber to a 5G System is another obvious example
of a user of the provided eMBB service, notably of the PDU Session, or, at an even finer granularity,
of a QoS Flow. The necessary architectural enhancements such as new modules and interfaces with
additional procedures for overall ICT service measurement, and per-domain energy usage and
carbon footprint exposure mechanisms and carbon emission accounting must be introduced in
the mobile networks, so as to allow a 3GPP network to not only expose ecodata to externals, but
also receive ecodata for used services from other domains or networks, e.g., when a 3GPP network
is hosted on a 3rd party data center, and when roaming from VPLMN.

Proposal 4: Incentivize CO2e Reduction

The mobile networks should enable incentivization of carbon emission reduction. Necessary
mechanisms to accurately measure and optimize the service execution should be extended with
the identification of dynamic opportunities for each user to reduce their service consumptions
through providing information on alternative options for consuming the service, e.g., consume with
lower QoS, consume when the network is experiencing favorable conditions, and/or when
renewable energy is available and receive carbon-credit in exchange to monetize the reduced
carbon emissions. Even though incentivization is out of 3GPP scope, we believe it is a necessary
enabler for reducing CO2e emissions.

Hexa-X-Il [34] is an SNS-JU 6G Flagship project with a broad industry and academia participation. It
aims at defining and to an extend realizing the 6G vision. Its focus is broader than just sustainability
of mobile telecommunications networks, i.e. it tries to both investigate the enabling technologies
that might be relevant to 6G and define (at least relevant pieces of) the system architecture. As of
now, the main results of Hexa-X-II related to sustainability (which we could find in deliverables D1.1
[35] and D13 [36] of the project) are in form of recommendations for a holistic treatment of
sustainability in the 6G design. Whereas D11 sets the stage by defining “sustainability guidelines for
6G design”, D1.3 comes up with a little bit more technical details by analysing a set of relevant use
cases (relevant in the sense that they present a consensus of a broad 6G community as of now) and
presenting potential environmental implications thereof.

12.3.2 Academic Research

This section presents an overview of academic research, including a number of studies that
incorporate the energy efficiency aspect for intent-driven mobile networks. As the network
technology evolves, so does the density and complexity of mobile networks. Currently, mobile
networks comprise a growing number of heterogeneous devices, including |oT sensors,
smartphones, and vehicles. Concurrently, there is an ever-increasing demand for higher
computational capacity and faster coommunication. In this complex and demanding environment,
the integration of Artificial Intelligence (Al) has a significant role to play, as it is able to analyse the
environment and adapt to the rapid changes, optimizing network performance, while accounting
for the various limitations of different devices. Energy efficiency in wireless communication
networks has been the main focus of a number of research studies, which have approached the
problem from different angles by exploiting resource orchestration, computation offloading, and
load balancing strategies.
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A subset of research works is tackling the problem of energy efficiency, considering various
computation tasks. In [40], the authors consider two computation offloading schemes for Mobile
Edge Computing (MEC) systems, improving the energy efficiency for latency-constrained
computation by optimizing the available resources. Zhang et al. in [41] introduce an improved Soft
Actor Critic (SAC) Reinforcement Learning (RL) algorithm towards a joint optimization of partial task
offloading and resource allocation decisions. Another work [42] presents a knowledge plane-based
MANO framework, using a twin-delayed double-Q SAC method towards energy consumption and
Virtual Network Function (VNF) instantiation cost minimization. In [43], the authors propose a Q-
learning and Double Deep Q Networks (DDQN)-based methods to determine the joint policy of
computation offloading and resource allocation in a dynamic MEC system. AlQerm et al. in [44],
propose an online RL methodology to determine the most energy efficient traffic offloading
strategy. Dalgkitsis et al. [70] propose SCHE2MA the first orchestration framework that lets multiple
administrative domains collaborate through distributed reinforcement learning to deploy shared
VNFs for ultra-reliable, low-latency services while actively tracking each node’s energy budget.

There is a number of proposed solutions targeting to address energy-related challenges
considering Federated Learning (FL) process as a use case, where devices perform a model training
in a collaborative manner, exploiting locally stored datasets and avoiding any raw data
transmissions. Several critical challenges have been raised related to the application of FL to wireless
networks, significantly affecting the overall energy consumption of the involved devices. The
authorsin [45], [46] propose a Genetic Algorithm and a SAC RL approach, respectively, targeting the
minimization of both the overall energy consumption of an FL process and any unnecessary
resource utilization, by orchestrating the computational and communication resources of the
involved devices, while guaranteeing a certain FL model performance target. A penalty function is
also introduced that penalizes the strategies that violate the constraints of the environment,
ensuring a safe learning process. The work in [47] presents a framework that targets to minimize
the overall energy consumption of a Federated Edge Intelligence-supported loT network, using the
Alternate Convex Search algorithm. The authors in [48] propose a joint resource allocation scheme
for FL in loT, aiming at the minimization of the system and learning costs by jointly optimizing
bandwidth, computation frequency, transmission power allocation and sub-carrier assignment. Mo
et al. [49] focus on minimizing the total energy consumption of an FL system, by optimizing both
communication and computational resources using techniques from convex optimization. Another
work [50], proposes energy-efficient strategies for bandwidth allocation and scheduling, so as to
reduce the energy consumption, while warranting learning performance in an FL framework. In [51]
a bisection-based algorithm is proposed, whose goal is to minimize the total energy consumption
of an FL system under a latency constraint. Zhang et al. [52] present an energy-efficient FL
framework for Digital Twin-enabled Industrial 10T (I1oT) that exploits a DDQN, in order to jointly
optimize training strategies and resource allocation, considering a dynamic environment. Another
work [53], through the use of a Proximal Policy Optimization-based actor-critic method, targets the
energy efficiency improvement of FL, by jointly minimizing the learning time and energy
consumption. The authors in [54] exploit the merits of Multi-Agent Deep Deterministic Policy
Gradient in resource allocation, addressing the challenges of FL in an Internet of Vehicles (loV)
scenario. Nguyen et al. [55] propose a Deep Q Learning (DQL) algorithm concerning the resource
allocation, in a mobility-aware FL network, which aims to maximize the number of successful
transmissions, while minimizing the energy and channel costs. The work [56] targets to optimize
the performance of an FL model, using multi-agent RL, while considering energy-related
requirements. The authors in [56] propose an RL solution for device selection at each
communication round, towards FL performance optimization. [69] presents ARMAAC, a system that
allows different types of devices to decide when and where to offload tasks in a decentralized way
while still benefiting from central training. By combining selective inter-agent communication with
a memory of recent resource usage, it consistently outperforms previous deep-RL and heuristic
schedulersin terms of task completion and energy efficiency, becoming the new standard for large-
scale MEC offloading.

At the same time, a subset of research works, are expanding the scope of energy minimization by
also including renewable sources in their solutions. Currently, there are several ways in producing
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energy through renewable sources. However, solar and wind energy, are the two most common
sources of energy. In [57] a green MEC system with energy harvesting devices is investigated and
an effective computation offloading strategy is developed. An Execution Cost Minimization (ECM)
problem is composed and a Lyapunov Optimization-based Dynamic Computation Offloading
(LODCO) algorithm is suggested to minimize the total cost derived from the execution delay and
task failure. In [58] the target is to guarantee stable and effective services for numerous devices,
under highly intermittent renewable generations and variable computation energy demands. The
authors achieve system cost minimization by finding the optimal number of MEC servers, energy
storage units, optimal size of local and offloaded tasks, the amount of battery (dis)charging rate and
the utilized renewable energy of the micro Base Station (BS). The authors in [68] study an effective
energy dispatch mechanism for self-powered wireless networks. They develop a novel Multi-Agent
Meta-Reinforcement Learning (MAMRL) framework for next-generation MEC in self-powered
wireless networks, that is reliable against uncertain energy demand and generation. Shafiei et. al
[71] present a real-time planning scheme that jointly sizes and schedules renewable sources and
battery storage. This scheme embeds explicit resilience metrics into a multi-objective optimizer. In
[72] the authors approach involves the use of DRL to optimize the allocation of spectrum,
computing resources, and battery budget in a solar-powered 5G base station. The RL agent is
trained to learn the trade-offs between throughput, delay, and renewable headroom in real time.
The agent transforms fluctuations in harvested energy into a scheduling signal, determining when
to offload traffic, reduce radio power, or utilize storage. This ensures that the site remains green
without compromising quality of service (QoS). The authors in [73] have developed a sophisticated
massive-MIMO power model that is integrated with real weather and city-layout data. This model is
the first of its kind to provide a city-scale simulator that utilizes renewable-powered 5G planning,
transforming it from speculative to empirical design. Their study demonstrates that integrating
solar and wind energy at base stations enhances battery autonomy and reduces grid demand
across all seasons.

12.4 Power and Energy Measurement

Existing power and energy measurements approaches, recommended by standardization
organizations, mainly address energy consumption and energy efficiency of individual domains
(e.g., radio access network, fixed network, core network, data centres, etc.) rather than delve into
finer granularity of each system. The latter would require attention to hardware and software
components level, e.g,, services and applications. The exercise may become even more complex in
the case of measuring power and energy consumption for the entire end-to-end flow of each single
service active in the system. The approach of measuring power and energy consumption (and
efficiency) at the domain level may seem good enough for addressing power and energy
consumption related challenges in general, while it would require much more sophisticated
methods in case the question is about per service or per application energy consumption in
virtualized environments (e.g, cloud-edge continuum). Additionally, an economic viewpoint
perspective suggests that energy costs for ICT services are nowadays more or less externalities, as
the end user is paying for the service without any significant dependence on how it is provided in
terms of energy consumption. While there are strong initiatives proposing more granular approach
to power and energy measurements in virtual environments, e.g.,, for 6G systems [38][39], it may be
concluded that in order to reach a full environmental sustainability of the 6G and cloud-edge
continuum systems in general, the real usage of resources would need to be considered [59].

Multiple power and energy measurement methods and tools are already available, including direct
measurement of the power drawn from the electric outlet, as well as more sophisticated methods
measuring (or estimating) power/energy consumption on the level of processes in the virtualized
environments. Within this context, we may mention the following methods:

Power meter as an external device: usually plugged into the power outlet, thus directly
measuring power drawn from the electric grid and monitoring total consumption of the
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hardware device. It is obvious that this method cannot provide energy measurements on
the service or application level,

Interfaces provided by chipset or other components manufacturers: reports power/energy
consumption of various power domains such as memory, CPU, GPU, entire chipset socket,
etc. For that purposes, modern processors commonly provide Running Average Power Limit
(RAPL) interfaces (e.g., Intel [60], AMD [61]), while Nvidia provides power/energy related data
via its NVIDIA Management Library (NVML) monitoring and managing interface [62].

Power and energy modelling for virtualized environments: by taking into account several
parameters, including the above mentioned RAPL- and NVML-based parameters (e.g.,, CPU
power consumption, CPU utilization, thermal design power, DRAM utilization), power
models calculate the power/energy consumption at multiple hardware and software levels.
Commonly used methods for modelling power consumption include classical regression
analysis and emerging methods like reinforcement learning [63].

Power and energy measurement tools that enable measurements at the application level are
software based and they usually feature RAPL/NVML interfaces, power/energy models or
combination of both approaches. Measurement tools supporting virtualized environments include
solutions such as Scaphandre [64], Kepler [65] and PowerAPI [66].

In virtualized environments, there are, besides (customer) application processes, also processes that
are required to enable servers and virtualized environment to run properly. Energy consumption of
these processes can be seen as an indirect contribution to the total energy consumption of a
respective application, which leads us to a problem of estimating the distribution of the total
indirect energy consumption among virtualized applications. Since this is not the only challenge in
virtualized environments it is, for the evaluation purposes, therefore necessary to know the
methodology utilized by the tool used, as certain differences can be observed when comparing
results measured by different tools. An extensive reference on software-based power measurement
tools and comparing them can be found in [67].

12.5 Challenges

With regards to the above discussion, this section aims to summarize the challenges for sustainable
operation of future telecommunication networks like 6C.

Separation of concerns: in today's 5G networks E2E EC and EE information cannot be retrieved
dynamically for an ongoing session from the network, since energy-related data is collected from
management layer, which does not manage sessions in the Core CP. In order to have any real-effect,
the energy-related controlling responsibilities must be performed in the control plane.

Granularity of measured information: so far, in mobile networks, the management layer collects EC
information. However, the granularity of the collected information is very large e.g., at slice or RAN-
site level. This may be useful for fulfilling certain types of requests e.g., accounting at the end of a
billing period. The challenge however is to switch the granularity of EC information to a level that
corresponds to the nature of the request and pertaining to the ontology causing it.

Accuracy & Verifiability: for accounting, accurate measurements are necessary instead of
approximate (e.g., model-based, statistics-based) estimations. When the EC data belongs to
different authorities (e.g, different network domains, roaming cases, core network provisions
through 3rd party platforms, etc.), the verifiability and auditability of the collected data becomes
critical for accountability.

Eco-accounting: the energy consumption in the network is important however, the nature of the
power source is also equally important. Measuring the EC and the resulting CO2e based on the
energy-mix at the time of measurements requires new mechanisms that can measure and expose
EC information at various granularity and time frames based on subscribers request and accurately
show the correlation of EC and CO2e.
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Volume & effort: real-time, per-session/per-flow EC data measurements across all network devices
and domains could result in increased efforts for exchanging non-negligible volumes of data.

Over-exposure and privacy of the providing entity: the EC data measurements could over-expose
details of the providing entity, considered confidential, such as details of the internal
implementation.

Dynamicity: fluctuations in operating conditions such as increasing load, congestion, node failures,
etc, also affect the energy consumed in the network. However, the subscribers have no way of
knowing the network’s EC state and the resulting EC they will be held accountable to.

Environmental sustainability, closely linked to societal and economic sustainability, is an
overarching requirement for IMT-20230 and a primary focus by-design for 6G. A great deal of work
has extensively started by ICT industry, alliances, standardization bodies, and the global ecosystem,
value chain and partnerships. The inherent challenges of managing the energy curve are expected
to be addressed collectively with the convergence of increased innovative capabilities with
minimization of ecological footprint, particularly through energy efficiency.
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13. Conclusions

6G is expected to make a breakthrough on how the mobile network services are delivered and
consumed. It is supposed to enable a myriad of novel use cases, many of which come with a whole
set of, often conflicting, requirements. Besides just enabling these use cases, 6G is supposed to be
green, i.e, contribute toreducing overall energy consumption and achieving environmental
sustainability. In addition to being user- and environment-friendly, 6G should also be operator-
friendly, make possible easy development and deployment of new services, extensions of running
ones, as well as interventions in the network itself.

This white paper reviewed a number of technologies that may play a pivotal role in 6G. Latest
advances related to radio access and its accompanying technologies such as extensions in the
range of higher frequencies, next generation MIMO, non-terrestrial networks and ISAC were
discussed, state of the art ideas introduced and explained, open problems stated. Potential roles of
artificial intelligence and machine learning in the context of networking were reviewed in a
comprehensive and elaborate manner, as well as and advanced methods to realize novel use case,
such as multimodal sensing and communication and various user plane enhancements, critical to
realize the 6G vision. Additionally, the intersection of 6G with robotics is poised to transform various
industries, enhancing operational efficiencies and enabling seamless human-robot collaboration.
The integration of 6G capabilities will empower robots with enhanced autonomy, real-time
decision-making, and greater adaptability in complex environments. Network programmability
and the need for holistic network architecture was addressed as the direction toward desired
flexibility. Finally, latest developments related to sustainability initiatives and technical progress
taken as a response to them were discussed too.

We view this set of technologies as a nucleus from which the 6G will emerge. We, however, do not
limit 6G to these technologies only. Future versions of this white paper will follow advances in these
technologies, just as they will report on development of other enabling technologies that are yet to
emerge and come into 6G focus.
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